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Abstract. Our approach is part of the close link between continuous dissipative dynamical systems and optimization algorithms.
Motivated by solving stochastic convex optimization problems in real Hilbert spaces, we propose a class of stochastic inertial dif-
ferential equations which are driven by the gradient of the objective function. This will provide a general mathematical framework
for analyzing fast optimization algorithms with stochastic gradient input. Our goal is to develop convergence guarantees for second-
order stochastic differential equations in time, incorporating a viscous time-dependent damping and a Hessian-driven damping. To
develop this program, we rely on stochastic Lyapunov analysis. Assuming a square-integrability condition on the diffusion term
times a function dependent on the viscous damping, and that the Hessian-driven damping is a positive constant, our first main result
shows that almost surely, there is convergence of the objective values with a fast convergence rate in expectation. Besides, in the case
where the Hessian-driven damping is zero, we get fast convergence of the values in expectation and in almost sure sense, and we
also prove almost sure weak convergence of the trajectory. We provide a comprehensive complexity analysis by establishing several
new convergence rates in expectation and in almost sure sense for the convex and strongly convex case.
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1 Introduction
1.1 Problem Statement
In this paper, we consider the minimization problem

min
x∈H

f(x), (P)

where H is a real Hilbert space and the objective function f : H → R satisfies the following standing assumptions:{
f is convex and continuously twice differentiable with L-Lipschitz continuous gradient;
S def
= argmin(f) ̸= ∅.

(H0)

First-order in time systems. To solve (P), a fundamental dynamic is the gradient flow system:{
ẋ(t) +∇f(x(t)) = 0, t > t0;

x(t0) = x0.
(GF)

The gradient system (GF) is a dissipative dynamical system, whose study dates back to Cauchy [1] in finite dimensions.
It is key in optimization, as it converts minimizing f into analyzing the asymptotic behavior of the trajectories of (GF).
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In fact, Brezis, Baillon, and Bruck showed in the 1970s that if argmin(f) in (P) is non-empty, then every solution
trajectory of (GF) converges weakly to a point in argmin(f), with a convergence rate of O(t−1) (even o(t−1)) on the
function values.

The Euler forward (or Euler-Maruyama) discretization of (GF), with stepsizes hk > 0, yields the gradient descent
scheme

xk+1 = xk − hk∇f(xk). (GD)

Under assumption (H0) and for (hk)k ∈ N ⊂]0, 2/L[, we have f(xk)−min f = O(1/k) (even o(1/k)) and the iterates
(xk)k∈N converge weakly to a point in argmin(f). This rate can be improved under additional geometric conditions
on f , such as error bounds or the Kurdyka-Łojasiewicz property in the convex case [2].

Second-order in time systems: Key role of inertia. Second-order inertial dynamical systems have been introduced
to accelerate convergence compared to (GF). An abundant literature has been devoted to the study of inertial dynamics

ẍ(t) + γ(t)ẋ(t) +∇f(x(t)) = 0, t > t0. (IGSγ)

Several authors (e.g., [3, 4]) highlighted that an asymptotically vanishing viscosity coefficient γ(t) is crucial for accel-
eration. Most of the literature focuses on the case γ(t) = α

t , stemming from the seminal work [5] which established
an O(1/t2) convergence rate on the values for α = 3, linking it to Nesterov’s accelerated gradient method [6]. Further
research shows that α ≥ 3 is required for the O(1/t2) rate [7], while α > 3 yields an improved o(1/t2) rate and
weak convergence of the trajectory [8, 9]. Another remarkable case of (IGSγ) is the Heavy Ball with Friction (HBF)
method, where γ(t) is constant, as introduced by Polyak [10]. In the strongly convex setting, the trajectory converges
exponentially with an optimal rate for a well-chosen constant γ [11].

Geometric Hessian-driven damping. Because of the inertial aspects, and the asymptotic vanishing viscous damping
coefficient, (IGSγ) may exhibit many small oscillations which are not desirable from an optimization point of view. To
remedy this, a powerful tool consists in introducing a geometric damping driven by the Hessian of f into the dynamic.
This yields the Inertial System with Explicit Hessian-driven Damping, first proposed in [12] (and further studied in
[13, 14, 15]):

ẍ(t) + γ(t)ẋ(t) + β(t)∇2f(x(t))ẋ(t) +∇f(x(t)) = 0, (ISEHD)

and the Inertial System with Implicit Hessian-driven Damping [16, 17]:

ẍ(t) + γ(t)ẋ(t) +∇f(x(t) + β(t)ẋ(t)) = 0. (ISIHD)

The rationale behind the use of the term “implicit” in (ISIHD) comes from a Taylor expansion of the gradient term
(as t → +∞ we expect ẋ(t) → 0). Following the physical interpretation of these ODEs, we call the non-negative
parameters γ and β as the viscous and geometric damping parameters, respectively.

At first glance, the presence of the Hessian in (ISEHD) may seem to entail numerical difficulties. However, this is
not the case as the term ∇2f(x(t))ẋ(t) is nothing but the time derivative of t 7→ ∇f(x(t)). This explains why the time
discretization of this dynamic provides efficient first-order algorithms [14]. However, in our stochastic setting—the
focus of this paper— the proposed approach applies only to the implicit form of the Hessian-driven damping. In this
context, we do not have direct access to ∇f , and instead model errors with a continuous Itô martingale M(t). The
explicit form would involve the derivative of ∇f(X(t))+M(t), which is meaningless since non-constant martingales
are almost surely non-differentiable. Hence, we will only consider (ISIHD).

1.2 Motivations
In many practical situations, the gradient evaluation is subject to stochastic errors—either because each iteration is
costly, requiring cheap random approximations, or due to other exogenous factors. The continuous-time approach
through stochastic differential equations (SDE) is a powerful way to model these errors in a unified way, and stochastic
algorithms can then be viewed as time- discretizations. In fact, several recent works have used the SDE perspective
to model SGD-type algorithms motivated by various reasons; (see e.g. [18, 19, 20, 21, 22, 23, 24, 25, 26, 27]). The
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continuous-time perspective offers a deep insight and unveils the key properties of the dynamic without being tied to a
specific discretization.

In this context, a natural SDE is{
dX(t) = −∇f(X(t)) + σ(t,X(t))dW (t), t > t0;

X(t0) = X0,
(SGF)

defined over a complete filtered probability space (Ω,F , (Ft)t≥t0 ,P), where the diffusion (volatility) term σ : R+ ×
H → L2(K;H) is a measurable function, H,K are real separable Hilbert spaces, W is a Ft-adapted K-valued cylin-
drical Brownian motion, and the initial data X0 is an Ft0−measurable H-valued random variable. We will elaborate
more on these notations and concepts in Section 2. (SGF) is a stochastic counterpart of (GF) where the error is modeled
as a stochastic integral with respect to the measure defined by a continuous Itô martingale.

SDE modeling of SGD. To simplify the discussion in this section, we restrict our attention to the finite-dimensional
case (H = Rd, K = Rm). In various applications, specially in machine learning, the Stochastic Gradient Descent
(SGD) is a powerful alternative to gradient descent, and consists in replacing the full gradient computation by a cheaper
random version, serving as an unbiased estimator. The SGD updates the iterates according to

xk+1 = xk − h(∇f(xk) + ek), (SGD)

where h > 0 is the stepsize and ek is the random noise term on the gradient at the k-th iteration. As such, (SGD) can
be viewed as instance of the Robbins-Monro stochastic approximation algorithm [28]. When the objective takes the
form f(x) = E[f̂(x, ξ)], where the expectation is w.r.t. to the random variable ξ the single-batch version of SGD reads

xk+1 = xk − h∇f̂(xk, ξk), (SGDSB)

where (ξk)k∈N are i.i.d. random variables with the same distribution as ξ. Of course, (SGDSB) is an instance of (SGD)
with ek = ∇f̂(xk, ξk)−∇f(xk).

A natural continuous-time model for these stochastic algorithms is (SGF). In particular, when the noise ek in (SGD)
is Gaussian (i.e., ek ∼ N (0, σkId)), it has been shown that (SGF) accurately approximates (SGD) [26, Proposition 2.1].
Similar approximations hold for (SGDSB) under appropriate conditions, see e.g. [29, 18, 19, 20, 21, 22, 23, 30, 31, 32].

Overall, the continuous-time SDE framework provides a powerful tool for analyzing SGD-type algorithms. By
modeling the dynamics with (SGF), one can exploit the rich theoretical foundations of SDEs, Itô calculus, and measure
theory to uncover the essential properties of an algorithm. This perspective not only captures the underlying behavior
of the dynamics in a way that is independent of a particular discretization, but it also enables the transfer of convergence
results from the continuous model directly to the discrete setting. In essence, many stability and convergence properties
that are proven for (SGF) can be used to predict and explain the behavior of the corresponding discrete algorithms,
including their ability to escape saddle points in non-convex scenarios. For a more detailed discussion of these aspects,
we refer the reader to [33].

Second-order SDE modeling of inertial SGD. Using a lifting argument to get an equivalent first-order reformula-
tion, a natural reformulation of (ISIHD) yields the differential equation

ẋ(t) = v(t), t > t0;

v̇(t) = −[γ(t)v(t) +∇f(x(t) + β(t)v(t))], t > t0;

x(t0) = x0, ẋ(t0) = v0.

(ISIHDR)

In this setting, we can model the associated errors using a stochastic integral with respect to the measure defined by
a continuous Itô martingale. This entails the following stochastic differential equation (SDE for short), which is the
stochastic counterpart of (ISIHDR):

dX(t) = V (t)dt,

dV (t) = −γ(t)V (t)dt−∇f(X(t) + β(t)V (t))dt+ σ(t,X(t) + β(t)V (t))dW (t),

X(t0) = X0, V (t0) = V0.

(S− ISIHD)

3



Extending what we have discussed above for (SGF) as a good model of (SGD), it can be shown that (S− ISIHD) is
a provably good model of the stochastic inertial algorithm{

Xk+1 = Xk + hVk,

Vk+1 = (1− γkh)Vk − h∇f(Xk + βkVk) +
√
hσkGk,

(1.1)

where Gk ∼ N (0, Id), γk = γ(tk), σk = σ(tk, Xk + βkVk) and βk = β(tk). More precisely, this algorithm
is obtained by simple Euler-Maruyama discretization of (S− ISIHD). It has been shown in [33, Appendix A] that
(1.1) is a consistent discretization of (S− ISIHD) with an approximation error that vanishes at the rate O(h). This is
much better than the approximation rate for (ISIHD) which is only O(

√
h). As a consequence, this justifies that the

continuous-time dynamics (S− ISIHD) is a better proxy of the stochastic inertial algorithm (1.1) and opens the door
to new insights in the behavior of such algorithms. In turn, the convergence properties of such algorithms can be easily
derived from those of (S− ISIHD) with minimal effort. For instance, when f is smooth with Lipschitz-continuous
gradient, it is easy to see from the descent lemma that

E[f(Xk)−min f ] = E[f(X(kh))−min f ] +O(h),

whereXk are the iterates of (1.1) andX(t) the solution to (S− ISIHD). This means that any rate proved onE[f(X(t))−
min f ] can be directly transferred to E[f(Xk)−min f ].

1.3 Objectives and Contributions
In this work, our goal is to provide a general mathematical framework for analyzing fast gradient-based optimization
algorithms with stochastic gradient input. For this, we will study second-order stochastic differential equations in time
featuring inertia that is crucial for acceleration, and whose drift term is the gradient of the function to be minimized. In
this context, considering inertial dynamics combining a time-dependent viscosity coefficient and geometric damping
is a key property to obtain fast convergent methods while reducing oscillations.

More precisely, we study the stochastic dynamics (S− ISIHD) and its long-time behavior in order to solve (P). We
conduct a new analysis using specific and careful arguments that are much more involved than in the deterministic case.
To get some intuition, keeping the discussion informal at this stage, let us first identify the assumptions needed to expect
that the position state of (S− ISIHD) “approaches” argmin(f) in the long run. In the case where H = K, γ(·) ≡ γ >
0, β ≡ 0, and σ = σ̃IH, where σ̃ is a positive real constant. Under mild assumptions one can show that (S− ISIHD)
has a unique invariant distribution πσ̃ in (x, v) with density proportional to exp

(
− 2γ

σ̃2

(
f(x) + ∥v∥2

2

))
, see e.g., [34,

Proposition 6.1]. Clearly, as σ̃ → 0+, πσ̃ gets concentrated around argmin(f)×{0H}, with limσ̃→0+ πσ̃(argmin(f)×
{0H}) = 1; see also Section 1.4 for further discussion. Motivated by these observations and the fact that we aim to
exactly solve (P), our paper will then mainly focus on the case where σ(·, x) vanishes fast enough as t → +∞ uniformly
in x.

Our main contributions are summarized as follows:
• We will develop a Lyapunov analysis to obtain convergence rates and integral estimates, in expectation and almost

sure sense, in the general case of coefficients γ(t) and β(t).
• We will study two instances where the rates can be made even more explicit highlighting acceleration phenomena:

when γ(t) = α
t , β(t) = β0 +

γ0

t , and when γ is decreasing and vanishing with vanishing derivative, and β(t) is
constant.

• In the case where the coefficient β(t) is zero, we show that under some hypotheses, we have almost sure weak
convergence of the trajectory, convergence rates, and integral estimates. As a special case, we focus on viscous
damping coefficient γ(t) = α

tr , r ∈ [0, 1], α ≥ 1− r.

1.4 Relation to prior work
Kinetic diffusion dynamics for sampling Let us consider (S− ISIHD) in the case where H = K = Rd, γ(t) = γ >
0, β(t) = 0 and σ =

√
2γId. Then one recovers the kinetic Langevin diffusion (or second-order Langevin process). In

this case, the continuous-time Markov process (X(t), V (t)) is positive recurrent and has a unique invariant distribution
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which has the density proportional to exp
(
−f(x)− ∥v∥2

2

)
with respect to the Lebesgue measure on R2d. Time-

discretized versions of this Langevin diffusion process have been studied in the literature to (approximately) sample
from a distribution proportional to exp(−f(x))with asymptotic and non-asymptotic convergence guarantees in various
topologies and under various conditions have been studied; see [35, 36, 37] and references therein.

Inexact inertial gradient systems There is an abundant literature regarding the dynamics (ISIHD) and (ISEHD),
either in the exact case or with errors but only deterministic ones; see [16, 38, 39, 40, 41, 7, 42, 43, 44, 45, 46, 47]).
We are not aware of any such work in the stochastic case. On a technical level, our Lyapunov analysis will be inspired
by that in [38] and [48]. Only a few papers have been devoted to studying the second-order in-time inertial stochastic
gradient systems with viscous damping, i.e. stochastic versions of (IGSγ), either with vanishing damping γ(t) = α/t
or constant damping γ(t) (stochastic HBF); see e.g. [26, 49, 50]. For instance, [26] provide asymptotic O(1/t2)
convergence rate on the objective values in expectation under integrability conditions on the diffusion term as well
as other rates under additional geometrical properties of of the objective.The corresponding stochastic algorithms for
these two choices of γ, whose mathematical formulation and analysis is simpler, have been the subject of active research
work; see e.g. [51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64].

Time scaling and averaging A first-order SDE to solve (P) has been thoroughly studied in [25]; see also [27] for the
non-smooth setting. This SDE has the form{

dX(t) = −∇f(X(t))dt+ σ(t,X(t))dW (t), t ≥ t0,

X(t0) = X0.
(1.2)

Our work here is a natural extension of [25, 27] to second-order systems hence allowing for accelerated rates. By
leveraging the time scaling and averaging trick pioneered in [65] to go from (GF) to (ISIHD), we were able in [33]
to transfer the results in [25] for (1.2) to (S− ISIHD). The approach in [33] avoids, in particular, going through an
intricate Lyapunov analysis for (S− ISIHD). However, this can only be done for a specific choice of β (related to the
viscous damping function γ). On the other hand, getting full advantage of the Hessian-driven damping term requires
a careful choice of β, that is possibly independent of γ. Thus handling flexible and general choices of β γ makes
necessary to go through a dedicated Lyapunov analysis for (S− ISIHD).

2 Notation and Preliminaries
We will use the following shorthand notations: Given n ∈ N, [n] def

= {1, . . . , n}. Consider H,K real separable Hilbert
spaces endowed with the inner product ⟨·, ·⟩H and ⟨·, ·⟩K, respectively, and norm ∥·∥H =

√
⟨·, ·⟩H and ∥·∥K =

√
⟨·, ·⟩K,

respectively (we omit the subscripts H and K for the sake of clarity). IH is the identity operator on H. L(K;H) is the
space of bounded linear operators from K to H, L1(K) is the space of trace-class operators, and L2(K;H) is the space
of bounded linear Hilbert-Schmidt operators from K to H. For M ∈ L1(K), is trace is defined by

tr(M)
def
=
∑
i∈I

⟨Mei, ei⟩ < +∞,

where I ⊆ N and (ei)i∈I is an orthonormal basis of K. Besides, for M ∈ L(K;H), M⋆ ∈ L(H;K) is the adjoint
operator of M , and for M ∈ L2(K;H),

∥M∥HS
def
=
√
tr(MM⋆) < +∞

is its Hilbert-Schmidt norm (in the finite-dimensional case is equivalent to the Frobenius norm). We denote by w-lim
the limit for the weak topology of H. The notation A : H ⇒ H means that A is a set-valued operator from H to H.
Consider f : H → R, the sublevel of f at height r ∈ R is denoted [f ≤ r]

def
= {x ∈ H : f(x) ≤ r}. For 1 ≤ p ≤ +∞,

Lp([a, b]) is the space of measurable functions g : R → R such that
∫ b

a
|g(t)|pdt < +∞, with the usual adaptation

when p = +∞. For two functions f, g : R → R we will denote f ∼ g as t → +∞, if limt→+∞
f(t)
g(t) = 1. On the
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probability space (Ω,F ,P), Lp(Ω;H) denotes the (Bochner) space of H-valued random variables whose p-th moment
(with respect to the measure P) is finite. Other notations will be explained when they first appear.

Let us recall some important definitions and results from convex analysis; for a comprehensive coverage, we refer
the reader to [66].

We denote by Cs(H) the class of s-times continuously differentiable functions on H. For L ≥ 0, C1,1
L (H) ⊂ C1(H)

is the set of functions on H whose gradient is L-Lipschitz continuous, and C2
L(H) is the subset of C1,1

L (H) whose func-
tions are twice differentiable.

The class of C1,1
L (H) functions enjoys the well-known descent lemma which plays a central role in the analysis of

optimization dynamics.

Lemma 2.1. Let f ∈ C1,1
L (H), then

f(y) ≤ f(x) + ⟨∇f(x), y − x⟩+ L

2
∥y − x∥2 , ∀x, y ∈ H.

Corollary 2.2. Let f ∈ C1,1
L (H) such that argmin f ̸= ∅, then

∥∇f(x)∥2 ≤ 2L(f(x)−min f), ∀x ∈ H.

On stochastic differential equations For the necessary notation and preliminaries on stochastic processes, see [27,
Section A.2]. Moreover, the existence and uniqueness of a solution of (S− ISIHD) is discussed in Proposition A.9.

Let us now present Itô’s formula which plays a central role in the theory of stochastic differential equations:

Proposition 2.3. Consider (X,V ) a solution of (S− ISIHD) and W a K−valued cylindrical Brownian motion, let
ϕ : [t0,+∞[×H × H → R be such that ϕ(·, x, v) ∈ C1([t0,+∞[) for every x, v ∈ H, ϕ(t, ·, ·) ∈ C2(H × H) for
every t ≥ t0. Then the process

Y (t) = ϕ(t,X(t), V (t)),

is an Itô Process, such that for all t ≥ t0

Y (t) = Y (t0) +

∫ t

t0

∂ϕ

∂t
(s,X(s), V (s))ds+

∫ t

t0

⟨∇xϕ(s,X(s), V (s)), V (s)⟩ds

−
∫ t

t0

⟨∇vϕ(s,X(s), V (s)), γ(s)V (s) +∇f(X(s) + β(s)V (s))⟩ds

+

∫ t

t0

⟨σ⋆(s,X(s) + β(s)V (s))∇vϕ(s,X(s), V (s)), dW (s)⟩

+
1

2

∫ t

t0

tr[σ(s,X(s) + β(s)V (s))σ⋆(s,X(s) + β(s)V (s))∇2
vϕ(s,X(s), V (s))]ds,

(2.1)

where ∇2
v is the Hessian with respect to the double differentiation of v and σ⋆ is the adjoint operator of σ. Moreover,

if for all T > t0

E

(∫ T

t0

∥σ⋆(s,X(s) + β(s)V (s))∇vϕ(s,X(s), V (s))∥2ds

)
< +∞,

then
∫ t

t0
⟨σ⋆(s,X(s) + β(s)V (s))∇vϕ(s,X(s), V (s)), dW (s)⟩ is a square-integrable continuous martingale and

E
(∫ t

t0

⟨σ⋆(s,X(s) + β(s)V (s))∇vϕ(s,X(s), V (s)), dW (s)⟩
)

= 0 (2.2)
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Proof. Let Z ∈ H×H,Ψ : R+ ×H×H → H×H, and Φ(t, Z) : R+ ×H×H → M2×2(L2(K;H)) such that

Z =

(
X
V

)
,Ψ(t, Z) =

(
V

−γ(t)V −∇f(X + β(t)V )

)
,Φ(t, Z) =

(
0 0
0 σ(t,X + β(t)V )

)
.

Let also W (t) = (W1(t),W2(t)), where W1,W2 are two independent K−valued cylindrical Brownian motions. Then,
we can write (S− ISIHD) as {

Z(t) =
∫ t

t0
Ψ(t, Z(t))dt+

∫ t

t0
Φ(t, Z(t))dW (t).

Z(t0) = (X0, V0).
(2.3)

The hypotheses let us use [67, Section 2.3.2] to obtain

Y (t) = ϕ(t, Z(t)) = Y (t0) +

∫ t

t0

∂ϕ

∂t
(s, Z(s))ds+

∫ t

t0

⟨∇zϕ(s, Z(s)),Ψ(s, Z(s))⟩H×Hds

+

∫ t

t0

⟨∇zϕ(s, Z(s)),Φ(s, Z(s))dW (s)⟩H×H

+
1

2

∫ t

t0

tr[∇2
zϕ(s, Z(s))Φ(s, Z(s))Φ⋆(s, Z(s))]ds,

where ∇z and ∇2
z denote the gradient and Hessian matrix with respect to the variable z, corresponding to first- and

second-order derivatives, respectively. We obtain the desired result by replacing the actual values of Ψ and Φ and using
the usual inner product of H×H:

⟨(x1, x2), (y1, y2)⟩H×H
def
= ⟨x1, y1⟩H + ⟨x2, y2⟩H.

3 General γ and β

In this section, we will develop a Lyapunov analysis based on [38] to study almost sure, and in expectation properties of
the dynamic (S− ISIHD), when the parameters γ and β are general functions. This will allow to go much further and
consider parameters not covered in [33] which exploits the relationship between first-order and second-order systems.
We will also apply our results to two special cases: (i) γ is a differentiable, decreasing and vanishing function, with
vanishing derivative, and β is a positive constant; and (ii) γ(t) = α

t , and β(t) = γ0 +
β
t (with γ0, β > 0). These cases

are again are not covered by results in [33].
Recall that our focus in this paper is on an optimization perspective, and as we argued in the introduction, we will

study the long time behavior of (S− ISIHD) as the diffusion term vanishes when t → +∞. Therefore, throughout the
paper, we assume that the diffusion (volatility) term σ satisfies:{

supt≥t0,x∈H ∥σ(t, x)∥HS < +∞,

∥σ(t, x′)− σ(t, x)∥HS ≤ l0 ∥x′ − x∥ ,
(Hσ)

for some l0 > 0 and for all t ≥ t0, x, x
′ ∈ H. The Lipschitz continuity assumption is mild and required to ensure the

well-posedness of (S− ISIHD).

Remark 3.1. Under the hypothesis (Hσ) we have that there exists σ2
∗ > 0 such that

∥σ(t, x)∥2HS = tr[Σ(t, x)] ≤ σ2
∗, ∀t ≥ t0,∀x ∈ H,

where Σ def
= σσ⋆. Let us also define σ∞ : [t0,+∞[→ R+ as: σ∞(t)

def
= supx∈H ∥σ(t, x)∥HS.
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Now, we follow with the hypotheses we will require over the damping parameters.
For t0 > 0, let γ : [t0,+∞[→ R+ be a viscous damping, we denote

p(t)
def
= exp

(∫ t

t0

γ(s)ds

)
. (3.1)

Besides, if ∫ +∞

t0

ds

p(s)
< +∞, (Hγ)

we define Γ : [t0,+∞[→ R+ by

Γ(t)
def
= p(t)

∫ +∞

t

ds

p(s)
. (3.2)

Remark 3.2. Let us notice that Γ satisfies the relation

Γ′ = γΓ− 1.

For t0 > 0, let β : [t0,+∞[→ R+ be a geometric damping that we will assume to be a differentiable function. We
will occasionally need to impose the additional assumption that there exists c1, c2 > 0, and t1 > t0 such that for every
t ≥ t1: {

β(t) ≤ c1;∣∣∣β′(t)−γ(t)β(t)+1
β(t)

∣∣∣ ≤ c2.
(Hβ)

We recall also that S def
= argmin(f).

3.1 Reformulation of (S− ISIHD)
The formulation of the dynamic (S− ISIHD) is known as the Hamiltonian formulation. However, it is not the only one.
In the deterministic case, an alternative equivalent and more flexible first-order reformulation of (ISIHD) was proposed
in [38]. The motivation there was that this equivalent reformulation can handle the case where f is non-smooth.
Although we will not consider the non-smooth case here, we will still extend and use that equivalent reformulation to
the stochastic case.

Consider the dynamic (S− ISIHD), and let us define the auxiliary variable

Y (t) = X(t) + β(t)V (t), t > t0.

We have that

dY (t) = dX(t) + β′(t)V (t) + β(t)dV (t)

= −β(t)∇f(Y (t))dt− (β′(t)− γ(t)β(t) + 1)

(
X(t)− Y (t)

β(t)

)
dt+ β(t)σ(t, Y (t))dW (t).

So we can reformulate (S− ISIHD) in terms of X,Y in the following way:
dX(t) = −

(
X(t)−Y (t)

β(t)

)
dt, t > t0,

dY (t) = −β(t)∇f(Y (t))dt− (β′(t)− γ(t)β(t) + 1)
(

X(t)−Y (t)
β(t)

)
dt+ β(t)σ(t, Y (t))dW (t), t > t0,

X(t0) = X0, Y (t0) = X0 + β(t0)V0,

(ISIHD− SR)
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where the subscript ’R’ indicates that this is a reformulation. Moreover, we can reformulate (ISIHD− SR) in the
product space H×H by setting Z(t) = (X(t), Y (t)) ∈ H×H, and thus (ISIHD− SR) can be equivalently written as{

dZ(t) = −β(t)∇G(Z(t))dt−D(t, Z(t))dt+ σ̂(t, Z(t))dW (t), t > t0,

Z(t0) = (X0, X0 + β(t0)V0),
(3.3)

where G : H × H → R is the convex function defined as G(Z) = f(Y ), and the time-dependent operator D :
[t0,+∞[×H×H → H×H is given by

D(t, Z) =

(
1

β(t)
(X − Y ),

β′(t)− γ(t)β(t) + 1

β(t)
(X − Y )

)
, (3.4)

and the stochastic noise σ̂ ∈ M2×2(L2(K;H)) defined by σ̂(t, Z) =

(
0 0
0 β(t)σ(t, Y )

)
, andW (t) = (W1(t),W2(t)),

where W1,W2 are two independent K−valued cylindrical Brownian motions.

3.2 Fast convergence properties: convex case
To obtain properties in almost sure sense and in expectation of (S− ISIHD), we are going to adapt the Lyapunov
analysis shown on [38] for the dynamic (ISIHD).

To that purpose, let us consider t1 > t0, γ, β : [t0,+∞[→ R+ be fixed functions and let a, b, c, d : [t0,+∞[→ R
be differentiable functions (on ]t0,+∞[) satisfying the following system for all t > t1:

a′(t)− b(t)c(t) ≤ 0

−a(t)β(t) ≤ 0

−a(t)γ(t)β(t) + a(t)β′(t) + a(t)− c(t)2 + b(t)c(t)β(t) = 0

b′(t)b(t) + d′(t)
2 ≤ 0

b′(t)c(t) + b(t)(b(t) + c′(t)− c(t)γ(t)) + d(t) = 0

c(t)(b(t) + c′(t)− c(t)γ(t)) ≤ 0.

(Sa,b,c,d)

Given x⋆ ∈ S, we consider

E(t, x, v) = a(t)(f(x+ β(t)v)−min(f)) +
1

2
∥b(t)(x− x⋆) + c(t)v∥2 + d(t)

2
∥x− x⋆∥2. (3.5)

Remark 3.3. It was shown in [16, Section 3.1] and [38, Lemma 1] that energy function E with a, b, c, d satisfying the
system (Sa,b,c,d) is a Lyapunov function for (ISIHD) when γ(t) = α

t (with α > 3) and β(t) = γ0+
β
t (with γ0, β ≥ 0),

hence, useful to obtain convergence guarantees of that dynamic. We will see that the same system (Sa,b,c,d) also covers
the case of general coefficients γ and β, hence providing insights on the convergence properties of (S− ISIHD) when
one can find the corresponding functions a, b, c, d.

In the following proposition, we state an abstract integral bound, as well as almost sure and in expectation conver-
gence properties for (S− ISIHD).

Proposition 3.4. Assume that f, σ satisfy (H0) and (Hσ), respectively. Let ν ≥ 2, and consider the dynamic (S− ISIHD)
with initial dataX0, V0 ∈ Lν(Ω;H). Consider also γ, β from (S− ISIHD) satisfying (Hγ) and (Hβ). Then, there exists
a unique solution (X,V ) ∈ Sν

H×H[t0] of (S− ISIHD). Moreover, if there exist functions a, b, c, d satisfying (Sa,b,c,d),
and t 7→ m(t)σ2

∞(t) ∈ L1([t0,+∞[), where m(t)
def
= max{1, a(t), c2(t)}, then the following statements hold:

(i) If b(t)c(t)− a′(t) = O(c(t)(γ(t)c(t)− c′(t)− b(t))), then∫ +∞

t0

(b(s)c(s)− a′(s))(f(X(s))−min f + ∥V (s)∥2)ds < +∞ a.s..
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(ii) If there exists η > 0, t̂ > t0 such that

η ≤ c(t)(γ(t)c(t)− c′(t)− b(t)), η ≤ a(t)β(t), γ(t) ≤ η, ∀t > t̂,

then limt→+∞ ∥V (t)∥ = 0 a.s., limt→+∞ ∥∇f(X(t) + β(t)V (t))∥ = 0 a.s., and limt→+∞ ∥∇f(X(t))∥ = 0
a.s.

(iii) If there exists D > 0, t̃ > t0 such that d(t) ≥ D for t > t̃, then :

E
(
∥V (t)∥2

)
= O

(
1 + b2(t)

c2(t)

)
,

and

E (f(X(t))−min f) = O

(
max

{
1

a(t)
,
β(t)

√
1 + b2(t)√

a(t)c(t)
,
β2(t)

(
1 + b2(t)

)
c2(t)

})
.

This is a compact version that extracts only the most important points from the more detailed and complete Propo-
sitions A.13, A.14 which are proved in the appendix.

The complete version of the previous proposition (i.e. Propositions A.13 and A.14) generalizes the results poved
in [38] to the stochastic setting. However, they lack practical use if we cannot exhibit a, b, c, d functions that satisfy
(Sa,b,c,d). Although we are not able to solve this system in general, in Corollaries 3.5 and 3.7 we will specify some
particular cases for γ and β where such functions a, b, c, d can be exhibited to satisfy the system (Sa,b,c,d).

The following corollary provides a specific case where a solution to the system (Sa,b,c,d) can be exhibited, which
was not discussed in [16, 38]. Moreover, we show the implications it has on the stochastic setting.

Corollary 3.5 (Decreasing and vanishing γ, with vanishing γ′ and positive constant β). Consider the context of
Proposition 3.4 in the case where β(t) ≡ β > 0, γ satisfying (Hγ), such that it is a differentiable, decreasing, and
vanishing function, with limt→+∞ γ′(t) = 0, and satisfying that:

there exists t2 ≥ t0 and m <
3

2
such that γ(t)Γ(t) ≤ m for every t ≥ t2. (H′

γ)

Let b ∈]2(m− 1), 1[, then choosing

a(t) =
Γ(t)(Γ(t)− βb)

1− βγ(t)
,

b(t) = b,

c(t) = Γ(t),

d(t) = b(1− b),

there exists t̂ > t0 such that the system (Sa,b,c,d) is satisfied for every t ≥ t̂.
Given x⋆ ∈ S and σ∞ be such that t 7→ Γ(t)σ∞(t) ∈ L2([t0,+∞[), then the following statements hold:
(i)
∫ +∞
t0

Γ(s)
(
f(X(s))−min f + ∥V (s)∥2

)
ds < +∞ a.s..

(ii) limt→+∞ ∥∇f(X(t))∥+ ∥V (t)∥ = 0 a.s..
(iii) E(f(X(t))−min f + ∥V (t)∥2) = O

(
1

Γ2(t)

)
.

Remark 3.6. When γ(t) = α
t withα > 3 and tσ∞(t) ∈ L2([t0,+∞[), the previous corollary ensures fast convergence

of the values, i.e.,O(t−2). Besides, by Corollary A.7, when γ(t) = α
tr with r ∈]0, 1[, α ≥ 1 − r, and trσ∞(t) ∈

L2([t0,+∞[), the previous corollary ensures convergence of the objective at a rateO
(
t−2r

)
. The latter choice indicates

that one can require a weaker integrability condition on the noise, compared to the case γ(t) = α
t (α > 3), but at the

price of a slower convergence rate.
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Proof. We start by noticing that since γ is decreasing, by [48, Corollary 2.3] we have that Γ(t) is increasing and
γ(t)Γ(t) ≥ 1, for every t ≥ t0. Also, it is direct that with a fixed β > 0 we satisfy (Hβ).

Letting b ∈]2(m − 1), 1[ and t1 > t0 such that β ≤ 1
γ(t1)

, this t1 exists since t 7→ 1
γ(t) is an increasing function.

We choose c(t) = Γ(t), by the fifth equation of (Sa,b,c,d), we get that d = b(1 − b), and the fourth equation is trivial.
The third equation implies that a(t) = Γ(t)(Γ(t)−bβ)

1−βγ(t) and the choice of β implies that the second equation is satisfied
for t ≥ t1, since β ≤ 1

γ(t1)
≤ 1

γ(t) ≤ Γ(t) for every t > t1. By the definition of c(t) and the fact that b < 1, we directly
have that the sixth equation also holds. We just need to check the first equation, to do so, we can see that this equation
is equivalent to

Γ′(t)(2Γ(t)− βb)(1− βγ(t)) + βΓ(t)(Γ(t)− βb)γ′(t)

(1− βγ(t))2
≤ bΓ(t),

by multiplying by (1− βγ(t))2 at both sides and developing the terms, we get the previous inequality is equivalent to

2Γ(t)Γ′(t)− βbΓ′(t)− 2βγ(t)Γ(t)Γ′(t) + bβ2γ(t)Γ′(t) + βΓ2(t)γ′(t)− bβ2Γ(t)γ′(t)

≤ bΓ(t)− 2bβγ(t)Γ(t) + bβ2γ2(t)Γ(t). (3.6)

By (H′
γ), there exists m > 3

2 and t2 > t0 such that 1 ≤ γ(t)Γ(t) ≤ m and 0 ≤ Γ′(t) ≤ m− 1 for every t ≥ t2. Since
the terms

−2βγ(t)Γ(t)Γ′(t), −βbΓ′(t), βΓ2(t)γ′(t)

are negative, and bβ2γ2(t)Γ(t) is positive, thus if we could prove there exists t3 > max{t0, t1, t2} such that for every
t ≥ t3

2Γ(t)Γ′(t) + bβ2γ(t)Γ′(t)− bβ2Γ(t)γ′(t) ≤ bΓ(t)− 2bβγ(t)Γ(t), (3.7)
we could conclude that (3.6) holds for every t ≥ t3. Rearranging the terms in (3.7), we get

bβ2γ(t)Γ′(t) + 2bβγ(t)Γ(t) ≤ Γ(t)[bβ2γ′(t) + b− 2Γ′(t)], (3.8)

and we note that the terms bβ2γ(t)Γ′(t), 2bβγ(t)Γ(t) are upper bounded by a constant. Since limt→+∞ γ(t) = 0, we
get that limt→+∞ Γ(t) = +∞, therefore if we could prove that there exists t3 > max{t0, t1, t2} such that

−bβ2γ′(t) < δ < b− 2(m− 1) ≤ b− 2Γ′(t)

for t ≥ t3, this would imply that there exists t̂ ≥ t3 such that (3.8) holds, which in turn would imply that (3.6) holds
for every t ≥ t̂. In fact, we see that the previous inequality holds for t large enough (i.e. there exists such a t3) since
limt→+∞ −γ′(t) = 0 and the fact that 0 < b− 2(m− 1) implies that there exists δ such that 0 < δ < b− 2(m− 1).
Thus, we have checked that the proposed a, b, c, d satisfy the system (Sa,b,c,d) for t > t̂.

The rest of the proof is direct by replacing the specified a, b, c, d, γ, β functions in Proposition 3.4, and the fact that for
t large enough, bΓ(t)−a′(t) ≥ (b−2(m−1)−δ)Γ(t)−Cb for some Cb > 0, that limt→+∞ Γ(t) = +∞, and also that
a(t) = O(Γ2(t)),Γ2(t) = O(a(t)). Since limt→+∞ Γ(t) = +∞, limt→+∞ a(t) = +∞, and limt→+∞ γ(t) = 0, the
parameter η > 0 in Proposition 3.4 can be chosen arbitrarily.

The following result gives us another case in which we can satisfy the system (Sa,b,c,d). This generalizes to the
stochastic setting the results presented in [16, Section 3.1] and [38, Lemma 1]. Besides, it ensures fast convergence of
the values whenever t 7→ tσ∞(t) ∈ L2([t0,+∞[).

Corollary 3.7 (γ(t) = α
t and β(t) = γ0 +

β
t ). Consider the context of Proposition 3.4 in the case where γ(t) = α

t

and β(t) = γ0 +
β
t , where α > 3, γ0 > 0, β ≥ 0. Then choosing

a(t) = t2
(
1 +

(α− b)γ0t− β(α+ 1− b)

t2 − αγ0t− β(α+ 1)

)
,

b(t) = b ∈ (2, α− 1),

c(t) = t,

d(t) = b(α− 1− b),
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the system (Sa,b,c,d) is satisfied.
Given x⋆ ∈ S and σ∞ be such that t 7→ tσ∞(t) ∈ L2([t0,+∞[), then the following statements hold:
(i)
∫ +∞
t0

s
(
f(X(s))−min f + ∥V (s)∥2

)
ds < +∞ a.s..

(ii) limt→+∞ ∥∇f(X(t))∥+ ∥V (t)∥ = 0 a.s..
(iii) E(f(X(t))−min f + ∥V (t)∥2) = O

(
1
t2

)
.

Proof. Direct from replacing the specified a, b, c, d, γ, β functions in Proposition 3.4, and the fact that for t large
enough bt− a′(t) ≥ (α−3)t

2 , and also a(t) ≥ t2, 0 < γ0 < β(t) ≤ γ0 +
β
t0
.

Remark 3.8. We can use the choices for a, b, c, d presented in Corollaries 3.5 and 3.7 in Propositions A.13 and A.14
to obtain additional integral bounds, almost sure and in expectation properties of (S− ISIHD). We leave this to the
reader.

3.3 Strongly convex case
In the following theorem, we consider the case where the objective function is strongly convex and we present a choice
of parameters γ and β to obtain a fast linear convergence rate when the noise vanishes at a proper rate.

Theorem 3.9. Assume that f : H → R satisfies (H0), and is µ-strongly convex, µ > 0, and denote x⋆ its unique
minimizer. Suppose also that σ obeys (Hσ). Let ν ≥ 2, consider the dynamic (S− ISIHD) with initial data X0 ∈
Lν(Ω;H). Consider also γ ≡ 2

√
µ, and a constant β such that 0 ≤ β ≤ 1

2
√
µ . Moreover, suppose that σ∞ is a

non-increasing function such that σ∞ ∈ L2([t0,+∞[). Define the function E : [t0,+∞[×H×H → R+ as

E(t, x, v) def
= f(x+ βv)−min f +

1

2
∥√µ(x− x⋆) + v∥2.

Then, (S− ISIHD) has a unique solution (X,V ) ∈ Sν
H×H[t0]. In addition, there exists positive constants M1,M2 such

that
E[E(t,X(t), V (t))] ≤ E(t0, X0, V0)e

−
√

µ

2 (t−t0) +M1e
−

√
µ

4 (t−t0) +M2σ
2
∞

(
t0 + t

2

)
, ∀t > t0.

Let Θ : [t0,+∞[→ R+ defined as Θ(t)
def
= max{e−

√
µ

4 (t−t0), σ2
∞
(
t+t0
2

)
}. Consequently,

E(f(X(t))−min f) = O(Θ(t)),

E(∥X(t))− x⋆∥2) = O(Θ(t)),

E(∥V (t)∥2) = O(Θ(t)),

E(∥∇f(X(t))∥2) = O(Θ(t)).

Proof. Using Itô’s formula with E , taking expectation and denoting E(t)
def
= E(E(t,X(t), V (t))), we have

E(t) ≤ E(t0)−
∫ t

t0

√
µ

2
E(s)ds−

∫ t

t0

C(s)ds+ (Lβ2 + 1)

∫ t

t0

σ2
∞(s)ds,

where

C(t)
def
= β∥∇f(X(t) + βV (t))∥2 + β

√
µ⟨∇f(X(t) + βV (t)), V (t)⟩+

√
µ

2
(β2µ+ 1)∥V (t)∥2

+ βµ
√
µ⟨X(t)− x⋆, V (t)⟩+

µ
√
µ

4
∥X(t)− x⋆ + βV (t)∥2.

It was proved in [38, Theorem 4.2] that under the condition 0 ≤ β ≤ 1
2
√
µ we obtain that C(t) is a non-negative

function. Therefore, we can write the following

E(t) ≤ E(t0)−
∫ t

t0

√
µ

2
E(s)ds+ (Lβ2 + 1)

∫ t

t0

σ2
∞(s)ds.
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We continue by using [27, Lemma A.2], to do this, we need to solve the following Cauchy problem:{
Y ′(t) = −

√
µ

2 Y (t) + (Lβ2 + 1)σ2
∞(t)

Y (t0) = E(t0, X0, V0).

Using the integrating factor method, we deduce that for all t ≥ t0:

Y (t) = Y (t0)e
√

µ

2 (t0−t) + (Lβ2 + 1)e−
√

µ

2 t

∫ t

t0

e
√

µ

2 sσ2
∞(s)ds

≤ Y (t0)e
√

µ

2 (t0−t) + (Lβ2 + 1)e−
√

µ

2 t

(∫ t0+t
2

t0

e
√

µ

2 sσ2
∞(s)ds+

∫ t

t0+t
2

e
√

µ

2 sσ2
∞(s)ds

)

≤ Y (t0)e
√

µ

2 (t0−t) +
2(Lβ2 + 1)

√
µ

σ2
∞

(
t0 + t

2

)
+

2(Lβ2 + 1)
√
µ

σ2
∞(t0)e

√
µ

4 (t0−t)

= O(Θ(t)).

By [27, Lemma A.2], we conclude that E(t) = O(Θ(t)), immediately we observe that

E(f(X(t) + βV (t))−min f) = O(Θ(t))

E(∥√µ(X(t)− x⋆) + V (t)∥2) = O(Θ(t))

By the strong convexity of f , we have that E(∥X(t) − x⋆ + βV (t)∥2) = O(Θ(t)), since β ̸= 1√
µ (β ≤ 1

2
√
µ ), then

E(∥X(t) − x⋆∥2) = E(∥V (t)∥2) = O(Θ(t)), on the other hand, using Lemma 2.1 and Lemma 2.2, E(f(X(t)) −
f(X(t) + βV (t))) = O(Θ(t)), thus,

E(f(X(t))−min f) = E(∥∇f(X(t))∥2) = O(Θ(t)).

4 General γ and β ≡ 0

In this section we are going to study properties of the dynamic (S− ISIHD) in expectation and in almost sure sense,
when the parameter γ is a general function and β ≡ 0. The noiseless case and under deterministic noise is well
documented in [3].

Consider the dynamic (S− ISIHD) when β ≡ 0. This dynamic will be a stochastic version of the Hamiltonian
formulation of (IGSγ) and it will be described by:

dX(t) = V (t)dt, t > t0,

dV (t) = −γ(t)V (t)dt−∇f(X(t))dt+ σ(t,X(t))dW (t), t > t0,

X(t0) = X0, V (t0) = V0.

(IGSγ − S)

The main motivation for a separate analysis is that, in Section 3 we consider hypothesis (Hβ) to establish the existence
and uniqueness of a solution, from which, the rest of the results follow. This hypothesis is incompatible with the case
β ≡ 0.

We will demonstrate almost sure convergence of the velocity to zero and of the objective to its minimum value,
under assumptions that are satisfied for γ(t) = α

tr , with r ∈ [0, 1], α ≥ 1− r. Additionally, we will show that for this
particular choice of β, we can obtain almost sure (weak) convergence of the trajectory.
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4.1 Minimization properties
Let us define for c > 0,

λc(t) =
p(t)

c+
∫ t

t0
p(s)ds

.

We can deduce that λ′
c + λ2

c − γλc = 0, besides, since p /∈ L1([t0,+∞[), then λc /∈ L1([t0,+∞[).

Theorem 4.1. Assume that f and σ satisfy assumptions (H0) and (Hσ), respectively. Let ν ≥ 2, and consider the
dynamic (IGSγ − S) with initial data X0, V0 ∈ Lν(Ω;H). Then, there exists a unique solution (X,V ) ∈ Sν

H×H[t0] of
(IGSγ − S). Additionally, if σ∞ ∈ L2([t0,+∞[), then∫ +∞

t0

γ(s)∥V (s)∥2ds < +∞ a.s..

Moreover, suppose that

there exists t̂ ≥ t0, and c > 0 such that γ(t) ≤ λc(t) ∀t ≥ t̂, (Ha)

and ∫ +∞

t0

λc(s)∥V (s)∥2ds < +∞ a.s.. (Hb)

Then the following properties are satisfied:
(i)
∫ +∞
t0

λc(s)(f(X(s)−min f)ds < +∞ a.s..
(ii) limt→+∞ ∥V (t)∥ = 0 a.s. and limt→+∞ f(X(t))−min f = 0 a.s..

Proof. The existence and uniqueness of a solution of (IGSγ − S) is a direct consequence of [27, Theorem 3.3] in the
product space H×H.

Let x⋆ ∈ S and ϕ0 : (x, v) 7→ R defined by ϕ0(x, v) = f(x)−min f + ∥v∥2

2 , by Itô’s formula and Theorem A.12
we obtain that

∫ +∞
t0

γ(s)∥V (s)∥2ds < +∞ a.s.. Moreover, if we assume the hypotheses (Ha) and (Hb), then:
(i) Let x⋆ ∈ S and ϕ : (t, x, v) 7→ R defined by ϕ(t, x, v) = ∥λc(t)(x−x⋆)+v∥2

2 + (f(x)−min f). Let t̂ defined in
the statement, by Itô’s formula from t̂ to t, we have

f(X(t))−min f +
∥λc(t)(X(t)− x⋆) + V (t)∥2

2
= f(X(t̂))−min f +

∥λc(t̂)(X(t̂)− x⋆) + V (t̂)∥2

2

+

∫ t

t̂

λc(s)λ
′
c(s)∥X(s))− x⋆∥2 − γ(t)∥V (s)∥2 − λc(t)⟨∇f(X(s)), X(s)− x⋆⟩]ds

+

∫ t

t̂

λc(t)∥V (s)∥2 + tr[Σ(s,X(s))]ds+

∫ t

t̂

⟨[λc(s)(X(s)− x⋆) + V (s)]σ⋆(s,X(s)), dW (s)⟩︸ ︷︷ ︸
Mt

.

By the hypotheses, we have that∫ +∞

t̂

(
λc(s)∥V (s)∥2 + tr[Σ(s,X(s))]

)
ds ≤

∫ +∞

t̂

(
λc(s)∥V (s)∥2 + σ2

∞(s)
)
ds < +∞ a.s..

Besides (Mt)t≥t̂ is a continuous martingale. Moreover, by convexity of f and the fact that λ′
c(t) ≤ 0 ∀t ≥ t̂,∫ t

t̂

λc(s)λ
′
c(s)∥X(s))− x⋆∥2 − γ(t)∥V (s)∥2 − λc(t)⟨∇f(X(s)), X(s)− x⋆⟩]ds

≤ −
∫ t

t̂

λc(s)(f(X(s))−min f)ds.
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Then, by Theorem A.12, ∫ +∞

t̂

λc(s)(f(X(s))−min f)ds < +∞ a.s., (4.1)

and limt→+∞ f(X(t))−min f + ∥λc(t)(X(t)−x⋆)+V (t)∥2

2 exists a.s..
(ii) By Lemma A.2 and (4.1), we conclude that limt→+∞

∥V (t)∥2

2 + f(X(t))−min f = 0 a.s..

Corollary 4.2. Consider the context of Theorem 4.1 with γ(t) = α
tr , where r ∈ [0, 1] and α > 1− r. Then (Ha) and

(Hb) are satisfied and thus the conclusions of Theorem 4.1 hold.

Proof. • We will prove the case r = 1 first, since it is direct, in such case, letting c = t0
α+1 we have that λc(t) =

α+1
t , which satisfies (Ha), moreover, λ(t) = α+1

α γ(t), so (Hb) is also satisfied.

• Let r ∈]0, 1[, c =
∫ t0
0 eαs1−r

ds

eαt
1−r
0

. Instead of proving γ(t) ≤ λc(t), we will prove the equivalent inequality
1

tλc(t)
≤ 1

tγ(t) . In fact, by a change of variable we have that (see notation of Ip in Lemma A.8):

1

λc(t)t
=

(1− r)
r

1−r

α
1

1−r

I r
1−r

(
α

1− r
t1−r

)
,

Moreover, by the first result of Lemma A.8 we have that

1

tλc(t)
≤
(
1− r

α

) 1
1−r tr−1

α
≤ 1

tγ(t)
.

where the last inequality comes from the fact that 1− r ≤ α. Moreover, by the second result of Lemma A.8, we
obtain that: (

α

1− r

) 1
1−r 1

tλc(t)
∼ 1

tγ(t)
, as t → +∞.

This implies that for every ε ∈]0, 1[ there exists t̂ > t0,Λε ≥ 1 such that λc(t) ≤ Λεγ(t) for every t > t̂(
Λε =

(
α

1−r

) 1
1−r 1

(1−ε)

)
, this implies (Hb).

Remark 4.3. Finding all (or at least a larger class of) continuous functions γ that satisfy (Ha) and for which one can
prove (Hb) in general is an open problem.

4.2 Tighter convergence rates of the values
In order to illustrate the context of the following result, it is useful to mention that if γ(t) = α

t , then Theorem 4.1 gives
us minimization properties in the case α > 0. However, as mentioned in the introduction, it is widely known in the
continuous deterministic setting (IGSγ), with γ(t) = α

t and α > 3, then the values converge at the rate o(1/t2) (see
[3, 8]). Based on [3], we will depict that effect for a general γ in the continuous stochastic setting.

We will rephrase assumption (H0) on the objective f to:
f is convex and continuously differentiable with L-Lipschitz continuous gradient;
f ∈ C2(H) or H is finite-dimensional;
S def
= argmin(f) ̸= ∅.

(H⋆
0)

(H⋆
0) coincides with (H0) in the infinite-dimensional case, but is weaker than (H0) when H is finite-dimensional.
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Theorem 4.4. Assume that f, σ and γ satisfy assumptions (H⋆
0), (Hσ) and (Hγ)-(H′

γ), respectively. Let ν ≥ 2, and
consider the dynamic (IGSγ − S) with initial data X0, V0 ∈ Lν(Ω;H). Then, there exists a unique solution (X,V ) ∈
Sν
H×H[t0] of (IGSγ − S), for every ν ≥ 2. Additionally, if Γσ∞ ∈ L2([t0,+∞[), then:
(i)
∫ +∞
t2

Γ(t)(f(X(t))−min f + ∥V (t)∥2)dt < +∞ a.s..

(ii) f(X(t))−min f + ∥V (t)∥2 = o
(

1
Γ2(t)

)
a.s..

(iii) E(f(X(t))−min f + ∥V (t)∥2) = O
(

1
Γ2(t)

)
.

Moreover, assume that Γ /∈ L1([t0,+∞[), and let θ(t) def
=
∫ t

t0
Γ(s)ds. If also θσ2

∞ ∈ L1([t0,+∞[), then:

(iv) f(X(t))−min f + ∥V (t)∥2 = o
(

1
θ(t)

)
a.s..

(v) E(f(X(t))−min f + ∥V (t)∥2) = O
(
min

{ ∫ t
t0

ds
Γ(s)

θ(t) , 1
Γ2(t)

})
.

Remark 4.5. The claim (ii) is new even in the deterministic case (i.e. σ(·, ·) = 0K;H). According to the first three
items of the previous theorem, the conclusions of Remark 3.6 are also valid, this is that when γ(t) = α

t with α > 3
and tσ∞(t) ∈ L2([t0,+∞[), the previous theorem ensures fast convergence of the values, i.e.,O(t−2) in expectation
and o(t−2) in almost sure sense. Besides, by Corollary A.7, when γ(t) = α

tr with r ∈]0, 1[, α ≥ 1− r, and trσ∞(t) ∈
L2([t0,+∞[), the previous theorem ensures convergence of the objective at a rate O

(
t−2r

)
in expectation and o

(
t−2r

)
in almost sure sense, moreover by ((iv)) the convergence rate is actually o

(
t−(r+1)

)
in almost sure sense, which is faster

than o
(
t−2r

)
. Regarding ((iv)), this can be seen as the extension of [3, Theorem 3.6] to the stochastic setting.

Proof. (i) Let m < 3
2 and t2 defined in (H′

γ), let also b ∈]2(m− 1), 1[ and x⋆ ∈ S. Based on (Sa,b,c,d) with β ≡ 0,
we introduce ϕ1 : (t, x, v) 7→ R defined by

ϕ1(t, x, v) = Γ2(t)(f(x)−min f) +
∥b(x− x⋆) + Γ(t)v∥2

2
+

b(1− b)

2
∥x− x⋆∥2.

Since f ∈ C2(H), we use Itô’s formula from t2 to t to get

ϕ1(t,X(t), V (t)) = ϕ1(t2, X(t2), V (t2)) +

∫ t

t2

Γ(s)[2Γ′(s)(f(X(s))−min f)− b⟨∇f(X(s)), X(s)− x⋆⟩]ds

+ (b− 1)

∫ t

t2

Γ(s)∥V (s)∥2ds+
∫ t

t2

Γ2(s)tr[Σ(s,X(s))]ds

+

∫ t

t2

⟨[Γ2(s)V (s) + bΓ(s)(X(s)− x⋆)]σ⋆(s,X(s)), dW (s)⟩︸ ︷︷ ︸
Mt

.

(4.2)
When H is finite-dimensional but f is not C2(H), we can use mollifiers as in [24, Proposition C.2], and get (4.2)
as an inequality in this case.
Besides, we have that ∫ +∞

t2

Γ2(s)tr[Σ(s,X(s))]ds ≤
∫ +∞

t2

Γ2(s)σ2
∞(s)ds < +∞.

Besides (Mt)t≥t2 is a continuous martingale. Moreover, by convexity of f , we have that∫ t

t2

Γ(s)[2Γ′(s)(f(X(s))−min f)− b⟨∇f(X(s)), X(s)− x⋆⟩]ds

≤
∫ t

t2

Γ(s)(2Γ′(s)− b)(f(X(s))−min f)ds.
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Since b− 1 < 0, and

2Γ′(t)− b = 2γ(t)Γ(t)− 2− b ≤ 2(m− 1)− b < 0, ∀t > t2.

By Theorem A.12, ∫ +∞

t2

Γ(s)(f(X(s))−min f + ∥V (s)∥2)ds < +∞ a.s., (4.3)

and

lim
t→+∞

Γ2(t)(f(X(t))−min f) +
∥b(X(t)− x⋆) + Γ(t)V (t)∥2

2
+

b(1− b)

2
∥X(t)− x⋆∥2 exists a.s..

(ii) On the other hand, let ϕ2 : (t, x, v) 7→ R defined by ϕ2(t, x, v) = Γ2(t)
(
f(x)−min f + ∥v∥2

2

)
. Recalling the

discussion for ϕ1, we get that by Itô’s formula from t2 to t, we have

ϕ2(t,X(t), V (t)) = ϕ2(t2, X(t2), V (t2)) +

∫ t

t2

2Γ(s)Γ′(s)(f(X(s))−min f)ds

−
∫ t

t2

Γ(s)∥V (s)∥2ds+
∫ t

t2

Γ2(s)tr[Σ(s,X(s))]ds

+

∫ t

t2

Γ2(s)⟨V (s)σ⋆(s,X(s)), dW (s)⟩︸ ︷︷ ︸
Mt

.

(4.4)

And also, that ∫ +∞

t2

2Γ(s)Γ′(s)(f(X(s))−min f) + Γ2(s)tr[Σ(s,X(s))]ds

≤
∫ +∞

t2

Γ(s)(f(X(s))−min f) + Γ2(s)σ2
∞(s)ds < +∞ a.s..

Besides (Mt)t≥t2 is a continuous martingale. By Theorem A.12, we get again that
∫ +∞
t2

Γ(s)∥V (s)∥2ds < +∞
a.s. and that

lim
t→+∞

Γ2(t)

(
f(X(t))−min f +

∥V (t)∥2

2

)
exists a.s. (4.5)

Let us recall that 1
Γ /∈ L1([t0,+∞[) by Lemma A.3. Therefore, by (4.3) and (4.5), we can use Lemma A.2 to

obtain that
lim

t→+∞
Γ2(t)

(
f(X(t))−min f +

∥V (t)∥2

2

)
= 0 a.s..

(iii) Taking expectation on (4.2) and denoting

K1
def
= Γ2(t2)E((f(X(t2))−min f)) +

1

2
E(∥b(X(t2)− x⋆) + Γ(t2)V (t2)∥2) +

b(1− b)

2
∥X(t2)− x⋆∥2,

KΓ
def
=

∫ +∞

t2

Γ2(s)σ2
∞(s)ds,

we obtain directly that

E
(
Γ2(t)(f(X(t))−min f) +

∥b(X(t)− x⋆) + Γ(t)V (t)∥2

2
+

b(1− b)

2
∥X(t)− x⋆∥2

)
≤ K1 +KΓ.

From this, is direct that supt≥t2 E(∥X(t)− x⋆∥2) < +∞, and this in turn imply

E
(
f(X(t))−min f +

∥V (t)∥2

2

)
= O

(
1

Γ2(t)

)
.
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(iv) Moreover, assume that Γ /∈ L1([t0,+∞[), and let θ(t) =
∫ t

t0
Γ(s)ds. If also θσ2

∞ ∈ L1([t0,+∞[), then we

consider ϕ3(t, x, v) = θ(t)
(
f(x)−min f + ∥v∥2

2

)
, by Itô’s formula from t2 to t, we get

ϕ3(t,X(t), V (t)) = ϕ3(t2, X(t2), V (t2)) +

∫ t

t2

Γ(s)

(
f(X(s))−min f +

∥V (s)∥2

2

)
ds

−
∫ t

t2

γ(s)θ(s)∥V (s)∥2ds+ 1

2

∫ t

t2

θ(s)tr[Σ(s,X(s))]ds

+

∫ t

t2

θ(s)⟨V (s)σ⋆(s,X(s)), dW (s)⟩︸ ︷︷ ︸
Mt

.

(4.6)

Also, by the first item and new hypothesis on the diffusion term, we get that∫ t

t2

Γ(s)

(
f(X(s))−min f +

∥V (s)∥2

2

)
+ θ(s)tr[Σ(s,X(s))]ds

≤
∫ +∞

t2

Γ(s)

(
f(X(s))−min f +

∥V (s)∥2

2

)
+ θ(s)σ2

∞(s)ds < +∞.

(4.7)

Besides (Mt)t≥t2 is a continuous martingale. By Theorem A.12, we get that
∫ +∞
t2

γ(s)θ(s)∥V (s)∥2ds < +∞
a.s. and that

lim
t→+∞

θ(t)

(
f(X(t))−min f +

∥V (t)∥2

2

)
exists a.s., (4.8)

Using Lemma A.4 with q(t) = θ(t), we get that Γ
θ /∈ L1([t2,+∞[). Besides, recalling that

∫ +∞

t2

Γ(s)

(
f(X(s))−min f +

∥V (s)∥2

2

)
< +∞, a.s.,

we invoke Lemma A.2 to conclude that limt→+∞ θ(t)
(
f(X(t))−min f + ∥V (t)∥2

2

)
= 0 a.s..

(v) Taking expectation in (4.6) and upper bounding we get

E(ϕ3(t,X(t), V (t))) ≤ E(ϕ3(t2, X(t2), V (t2))) +

∫ t

t2

Γ(s)E
(
f(X(s))−min f +

∥V (s)∥2

2

)
ds

+
1

2

∫ +∞

t2

θ(s)σ2
∞(s)ds.

(4.9)

By the third item, we have that E
(
f(X(s))−min f + ∥V (s)∥2

2

)
= O

(
1

Γ2(s)

)
, so we conclude that

E
(
θ(t)

(
f(X(t))−min f +

∥V (t)∥2

2

))
= O

(∫ t

t2

ds

Γ(s)

)
. (4.10)

Thus,

E
(
f(X(t))−min f +

∥V (t)∥2

2

)
= O

(
min

{∫ t

t2
ds

Γ(s)

θ(t)
,

1

Γ2(t)

})
.
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4.3 Almost sure weak convergence of trajectories
In the deterministic setting with α > 3, it is also well-known that one can obtain weak convergence of the trajectory.
Our aim in this section is to show this claim for a general γ in the stochastic setting.

Theorem 4.6. Consider the setting of Theorem 4.4. Then, if Γσ∞ ∈ L2([t0,+∞[) we have that:
(i) E

[
supt≥t2 ∥X(t)∥ν

]
< +∞.

(ii) ∀x⋆ ∈ S, limt→+∞ ∥X(t)− x⋆∥ exists a.s..
(iii) If γ is non-increasing, there exists an S−valued random variable X⋆ such that w-limt→+∞ X(t) = X⋆ a.s..

Proof. (i) Analogous to the proof of the first point of [25, Theorem 3.1].
(ii) Recalling the proof of Theorem 4.4, we combine the fact that both

lim
t→+∞

Γ2(t)(f(X(t))−min f) +
∥b(X(t)− x⋆) + Γ(t)V (t)∥2

2
+

b(1− b)

2
∥X(t)− x⋆∥2,

and
lim

t→+∞
Γ2(t)

(
f(X(t))−min f +

∥V (t)∥2

2

)
exist a.s.. We can substract both quantities to obtain that

lim
t→+∞

∥X(t)− x⋆∥2

2
+ Γ(t)⟨X(t)− x⋆, V (t)⟩ exists a.s..

Thus, for every x⋆ ∈ S there exists Ωx⋆ ∈ F with P(Ωx⋆) = 1 and ∃ℓ : Ωx⋆ 7→ R such that

lim
t→+∞

∥X(ω, t)− x⋆∥2

2
+ Γ(t)⟨V (ω, t), X(ω, t)− x⋆⟩ = ℓ(ω).

Let Z(ω, t) = ∥X(ω,t)−x⋆∥2

2 − ℓ(ω) and ε > 0 arbitrary. There exists T (ω) ≥ t0 such that ∀t ≥ T (ω)∥∥∥Z(ω, t) + Γ(t)⟨V (ω, t), X(ω, t)− x⋆⟩
∥∥∥ < ε.

Let g(t) def
= exp

(∫ t

t2
ds

Γ(s)

)
, multiplying the previous inequality by g(t)

Γ(t) , there exists T (ω) ≥ t0 such that for
every t ≥ T (ω): ∥∥∥ g(t)

Γ(t)
Z(t) + g(t)⟨V (ω, t), X(ω, t)− x⋆⟩

∥∥∥ <
ε

Γ(t)
g(t).

On the other hand, dZ(t) = ⟨V (t), X(t)− x⋆⟩dt and

d (g(t)Z(t)) =

(
g(t)

Γ(t)
Z(t) + g(t)⟨V (t), X(t)− x⋆⟩

)
dt.

Thus,

∥g(t)Z(t)− g(T )Z(T )∥ =
∥∥∥∫ t

T

d(g(s)Z(s))
∥∥∥ =

∥∥∥ ∫ t

T

(
g(s)

Γ(s)
Z(s) + g(s)⟨V (s), X(s)− x⋆⟩

)
ds
∥∥∥

≤ ε

∫ t

T

g(s)

Γ(s)
ds = ε(g(t)− g(T )).

So,
∥Z(t)∥ ≤ g(T )

g(t)
∥Z(T )∥+ ε.

By Lemma A.3, we obtain that limt→+∞ g(t) = +∞. Hence, lim supt→+∞ ∥Z(t)∥ ≤ ε. And we conclude that
for every x⋆ ∈ S , limt→+∞

∥X(t)−x⋆∥
2 exists a.s.. By a separability argument (see proof of [25, Theorem 3.1]

or [27, Theorem 3.6]) there exists Ω̃ ∈ F (independent of x⋆) such that P(Ω̃) = 1 and limt→+∞
∥X(ω,t)−x⋆∥

2

exists for every ω ∈ Ω̃, x⋆ ∈ S.
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(iii) If γ is non-increasing, then Γ is non-decreasing (see [3, Corollary 2.3]). Then, by item (ii) of Theorem 4.4, we
have that:

lim
t→+∞

f(X(t)) = min f a.s..

Let Ωf ∈ F be the set of events on which this limit is satisfied. Thus P(Ωf ) = 1. Set Ωconv
def
= Ωf ∩ Ω̃.

We have P(Ωconv) = 1. Now, let ω ∈ Ωconv and X̃(ω) be a weak sequential cluster point of X(ω, t) (which
exists by boundedness on Ωconv). Equivalently, there exists an increasing sequence (tk)k∈N ⊂ R+ such that
limk→+∞ tk = +∞, and

w-lim
k→+∞

X(ω, tk) = X̃(ω).

Since limt→+∞ f(X(ω, t)) = min f and the fact that f is weakly lower semicontinuous (since it is convex and
continuous), we obtain directly that X̃(ω) ∈ S. Finally by Opial’s Lemma (see [68]) we conclude that there
exists X⋆(ω) ∈ S such that w-limt→+∞ X(ω, t) = X⋆(ω). In other words, since ω ∈ Ωconv was arbitrary,
there exists an S-valued random variable X⋆ such that w-limt→+∞ X(t) = X⋆ a.s..

A Auxiliary results
A.1 Deterministic results
Lemma A.1. Let a, b ∈ R and x, y ∈ H, then

∥ax− by∥ ≤ max{|a|, |b|}∥x− y∥+ |a− b|max{∥x∥, ∥y∥}.

Lemma A.2. Let t0 > 0 and a, b : [t0,+∞[→ R+. If limt→∞ a(t) exists, b /∈ L1([t0,+∞[) and
∫ +∞
t0

a(s)b(s)ds <

+∞, then limt→∞ a(t) = 0.

Lemma A.3. Under hypothesis (Hγ), then ∫ +∞

t0

ds

Γ(s)
= +∞.

Proof. Let q(t) def
=
∫ +∞
t

ds
p(s) , since

∫ +∞
t0

ds
p(s) < +∞, then limt→+∞ q(t) = 0 and q′(t) = − 1

p(t) . On the other hand∫ +∞

t0

ds

Γ(s)
= −

∫ +∞

t0

q′(s)

q(s)
ds = ln(q(t0))− lim

t→+∞
ln(q(t)) = +∞.

Lemma A.4. Let q : [t0,+∞[→ R+ be a non-decreasing differentiable function, if q /∈ L1([t0,+∞[), then q′

q /∈
L1([t0,+∞[)

Proof. By definition, ∫ +∞

t0

q′(s)

q(s)
ds = lim

t→+∞
ln(q(t))− ln(q(t0)) = +∞.

Lemma A.5. For a, x > 0, let us define the upper incomplete Gamma function as:

Γinc(a;x) =

∫ +∞

x

sa−1e−sds.

Then, the following holds:
(i) x1−aexΓinc(a;x) ≤ 1 for 0 < a ≤ 1.
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(ii) x1−aexΓinc(a;x) ≥ 1 for a ≥ 1.
(iii) limx→+∞ x1−aexΓinc(a;x) = 1

Proof. See [69, Section 8].

Remark A.6. Do not confuse Γinc(a;x) with Γ(t) defined in (3.2).

Corollary A.7. Let us consider the viscous damping function γ : [t0,+∞[→ R+ defined by γ(t) = α
tr with r ∈]0, 1[

and α ≥ 1− r, then:
(i) γ satisfies (Hγ).
(ii) Γ(t) = O(tr).
(iii) γ satisfies (H′

γ).

Proof. (i) Let c def
= α

1−r ≥ 1, we first notice that after the change of variable u = cs1−r, we get∫ +∞

0

exp(−cs1−r)ds =
1

αc
r

1−r

∫ +∞

0

u
1

1−r−1e−udu < +∞,

since the last integral is the classical Gamma function (see e.g. [69, Section 5]) evaluated at 1
1−r , and this function

is well defined for positive arguments, then (Hγ) is satisfied as t0 > 0.
(ii) Besides, by definition Γ(t) = exp(ct1−r)

∫ +∞
t

exp(−cs1−r)ds. Using the same change of variable as before,
we obtain that

Γ(t) =
exp(ct1−r)

αc
r

1−r
Γinc

(
1

1− r
, ct1−r

)
. (A.1)

By (iii) of Lemma A.5 with a = 1
1−r > 1 and x = ct1−r, for every ε > 0, there exists t1 > t0 such that for

every t > t1:
Γ(t) ≤ 1 + ε

αc
1

1−r

tr.

(iii) Moreover, if we restrict ε ∈]0, 1
2 [, there exists t1 > t0 such that for every t > t1:

γ(t)Γ(t) ≤ 1 + ε

c
1

1−r

≤ 1 + ε.

Defining m as 1 + ε, we have that m < 3
2 , and we conclude.

Lemma A.8. Let us define p > 0 and Ip(t)
def
=
∫ 1

0
e−tu(1− u)pdu. Then

(i) Ip(t) ≤ t−1 for every t > 0.
(ii) Ip(t) ∼ t−1 as t → +∞.

Proof. The first result comes from bounding the term (1 − u)p by 1 in the integral, then we can notice directly that
Ip(t) ≤ t−1 for every t > 0. The second result is an application of Watson’s Lemma (see [70]).

A.2 Stochastic results
A.2.1 On stochastic processes

We refer to the notation and results discussed in [27, Section A.2].

Proposition A.9. Consider ν ≥ 2, X0, V0 ∈ Lν(Ω;H), f and σ satisfying (H0) and (Hσ), respectively. Consider also
γ satisfying (Hγ), and β satisfying (Hβ). Then (S− ISIHD) has a unique solution (X,V ) ∈ Sν

H×H[t0].

Remark A.10. Hypothesis (Hβ) does not allow us to consider the case β ≡ 0, nevertheless, this case is well studied
in Section 4.
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Proof. We rewrite (S− ISIHD) as in the reformulation (ISIHD− SR), we recall (3.3){
dZ(t) = −β(t)∇G(Z(t))dt−D(t, Z(t))dt+ σ̂(t, Z(t))dW (t), t > t0,

Z(t0) = (X0, X0 + β(t0)V0),

Since β(t) ≤ c1, we have that −β(t)∇G(Z(t)) is Lipschitz, besides, since
∣∣∣β′(t)−γ(t)β(t)+1

β(t)

∣∣∣ ≤ c2, we have that D
is a Lipschitz operator. Then, using the hypotheses on σ, we can use [27, Theorem 3.3] and conclude the existence
and uniqueness of a process Z ∈ Sν

H×H[t0], this, in turn, implies the existence and uniqueness of a solution (X,V ) ∈
Sν
H×H[t0] of (S− ISIHD).

Theorem A.11. Let H be a separable Hilbert space and (Mt)t≥0 : Ω → H be a continuous martingale such that
supt≥0 E

(
∥Mt∥2

)
< +∞. Then there exists a H−valued random variable M∞ ∈ L2(Ω;H) such that limt→∞ Mt =

M∞ a.s..

Proof. For the proof, we refer to [27, Theorem A.7].

Theorem A.12. [71, Theorem 1.3.9] Let {At}t≥0 and {Ut}t≥0 be two continuous adapted increasing processes with
A0 = U0 = 0 a.s.. Let {Mt}t≥0 be a real-valued continuous local martingale with M0 = 0 a.s.. Let ξ be a non-
negative F0-measurable random variable. Define

Xt = ξ +At − Ut +Mt for t ≥ 0.

If Xt is non-negative and limt→+∞ At < ∞, then limt→+∞ Xt exists and is finite, and limt→+∞ Ut < ∞.

A.3 Abstract integral bounds, almost sure and in expectation properties of (S− ISIHD)
In the following proposition, we state different abstract integral bounds and almost sure properties for (S− ISIHD),
finally concluding with the almost sure convergence of the gradient towards zero.

Proposition A.13. Consider that f, σ satisfy (H0) and (Hσ), respectively. Let ν ≥ 2, and consider the dynamic
(S− ISIHD) with initial data X0, V0 ∈ Lν(Ω;H). Consider also γ, β from (S− ISIHD) satisfying (Hγ) and (Hβ),
respectively, and suppose there exists a, b, c, d satisfying (Sa,b,c,d). Finally, we consider E the energy function defined
in (3.5).

Then, there exists a unique solution (X,V ) ∈ Sν
H×H[t0] of (S− ISIHD). Moreover, if t 7→ m(t)σ2

∞(t) ∈ L1([t0,+∞[),
where m(t)

def
= max{1, a(t), c2(t)}, then the following properties are satisfied:

(i)
lim

t→+∞
E(t,X(t), V (t)) exists a.s..

(ii)
∫ +∞
t0

(b(s)c(s)− a′(s))(f(X(s) + β(s)V (s))−min f)ds < +∞, a.s..
(iii)

∫ +∞
t0

a(s)β(s)∥∇f(X(s)) + β(s)V (s)∥2ds < +∞, a.s..

(iv)
∫ +∞
t0

(
b(s)b′(s) + d′(s)

2

)
∥X(s)− x⋆∥2ds < +∞, a.s..

(v)
∫ +∞
t0

c(s)(γ(s)c(s)− c′(s)− b(s))∥V (s)∥2ds < +∞, a.s..
(vi) If b(t)c(t)− a′(t) = O(c(t)(γ(t)c(t)− c′(t)− b(t))), then∫ +∞

t0

(b(s)c(s)− a′(s))(f(X(s))−min f)ds < +∞ a.s..

(vii) If there exists η > 0, t̂ > t0 such that

η ≤ c(t)(γ(t)c(t)− c′(t)− b(t)), η ≤ a(t)β(t), γ(t) ≤ η, ∀t > t̂,

then limt→+∞ ∥V (t)∥ = 0 a.s., limt→+∞ ∥∇f(X(t) + β(t)V (t))∥ = 0 a.s., and limt→+∞ ∥∇f(X(t))∥ = 0
a.s.
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Proof. The existence and uniqueness of a solution is a direct consequence of Corollary A.9. Moreover, applying
Proposition 2.3 with E , we can obtain

E(t,X(t), V (t)) ≤ E(t0, X0, V0)−
∫ t

t0

(b(s)c(s)− a′(s))(f(X(s) + β(s)V (s))−min f)ds

−
∫ t

t0

a(s)β(s)∥∇f(X(s) + β(s)V (s))∥2ds−
∫ t

t0

(
b(s)b′(s) +

d′(s)

2

)
∥X(s)− x⋆∥2ds

−
∫ t

t0

c(s)(b(s) + c′(s)− c(s)γ(s))∥V (s)∥2ds+
∫ t

t0

(La(s)β2(s) + c2(s))σ2
∞(s)ds+Mt,

(A.2)

whereMt =
∫ t

t0
⟨σ⋆(s,X(s)+β(s)V (s))(a(s)β(s)∇f(X(s)+β(s)V (s))+c(s)[b(s)(X(s)−x⋆)+c(s)V (s)], dW (s)⟩.

Since supt∈[t0,T ] E(∥X(t)∥2) < +∞, supt∈[t0,T ] E(∥V (t)∥2) < +∞ for every T > t0, and a, b, c, β are continuous
functions, we have that Mt is a continuous martingale, on the other hand, we have that∫ +∞

t0

(La(s)β2(s) + c2(s))σ2
∞(s)ds < +∞.

Then, we can apply Theorem A.12 and conclude that limt→+∞ E(t,X(t), V (t)) exists a.s. and
•
∫ +∞
t0

(b(s)c(s)− a′(s))(f(X(s) + β(s)V (s))−min f)ds < +∞ a.s..
•
∫ +∞
t0

a(s)β(s)∥∇f(X(s)) + β(s)V (s)∥2ds < +∞ a.s..

•
∫ +∞
t0

(
b(s)b′(s) + d′(s)

2

)
∥X(s)− x⋆∥2ds < +∞ a.s..

•
∫ +∞
t0

c(s)(γ(s)c(s)− c′(s)− b(s))∥V (s)∥2ds < +∞ a.s..
This let us conclude with items (i) to (v).

Let b̃(t) = b(t)c(t)− a′(t), and

If
def
=

∫ +∞

t0

b̃(s)(f(X(s))−min f)ds

≤
∫ +∞

t0

b̃(s)(f(X(s))− f(X(s) + β(s)V (s)))ds+

∫ +∞

t0

b̃(s)(f(X(s) + β(s)V (s))−min f)ds

Using Descent Lemma, Cauchy Schwarz Inequality and Corollary 2.2:

If ≤
√
2Lβ0

(∫ +∞

t0

b̃(s)(f(X(s) + β(s)V (s))−min f)ds

) 1
2
(∫ +∞

t0

b̃(s)∥V (s)∥2ds
) 1

2

+
Lβ2

0

2

∫ +∞

t0

b̃(s)∥V (s)∥2ds+
∫ +∞

t0

b̃(s)(f(X(s) + β(s)V (s))−min f)ds.

If b̃(t) = b(t)c(t)− a′(t) = O(c(t)(γ(t)c(t)− c′(t)− b(t))), we have that∫ +∞

t0

b̃(s)∥V (s)∥2ds < +∞ a.s..

And we conclude with item (vi).
To prove (vii), in particular that limt→∞ ∥V (t)∥ = 0, we consider that if there exists η > 0, t̂ > t0 such that

η ≤ c(t)(γ(t)c(t)− c′(t)− b(t)),∀t > t̂, then there exists Ωv ∈ F such that P(Ωv) = 1 and∫ +∞

t0

∥V (ω, s)∥2ds < +∞, ∀ω ∈ Ωv.

23



Then, we have lim inft→∞ ∥V (ω, t)∥ = 0,∀ω ∈ Ωv . Let us suppose that lim supt→∞ ∥V (ω, t)∥ > 0,∀ω ∈ Ωv .
Then, by [27, Lemma A.3], there exists δ > 0 satisfying

0 = lim inf
t→+∞

∥V (ω, t)∥ < δ < lim sup
t→+∞

∥V (ω, t)∥ , ∀ω ∈ Ωv.

And there exists (tk)k∈N ⊂ [t0,+∞[ such that limk→+∞ tk = +∞,

∥V (ω, tk)∥ > δ, ∀ω ∈ Ωv and tk+1 − tk > 1, ∀k ∈ N.

Let Nt
def
=
∫ t

t0
σ(s,X(s) + β(s)V (s))dW (s). This is a continuous martingale (w.r.t. the filtration Ft), which verifies

E(∥Nt∥2) = E
(∫ t

t0

∥σ(s,X(s) + β(s)V (s))∥2HS ds

)
≤ E

(∫ +∞

t0

σ2
∞(s)ds

)
< +∞,∀t ≥ t0.

According to Theorem A.11, we deduce that there exists a H−valued random variable N∞ w.r.t. F∞, and which
verifies: E(∥N∞∥2) < +∞, and there exists ΩN ∈ F such that P(ΩN ) = 1 and

lim
t→+∞

Nt(ω) = N∞(ω) for every ω ∈ ΩN .

Let ω0 ∈ Ωnv
def
= ΩN ∩Ωv (P(Ωnv) = 1) and the notation V (t)

def
= V (ω0, t), ε ∈

(
0,min{1, δ2

4 }
)

arbitrary and recall
that η ≤ a(t)β(t), γ(t) ≤ η for every t > t̂. Let k′ ∈ N be such that tk′ > t̂, k > k′ and t ∈ [tk, tk + ε], then

∥V (t)− V (tk)∥2 ≤ 3(t− tk)

∫ t

tk

γ2(s)∥V (s)∥2ds+ 3(t− tk)

∫ t

tk

∥∇f(X(s) + β(s)V (s))∥2ds

+ 3∥Nt −Ntk∥2

≤ 3η2(t− tk)

∫ t

tk

∥V (s)∥2ds+ 3

η
(t− tk)

∫ t

tk

a(s)β(s)∥∇f(X(s) + β(s)V (s))∥2ds

+ 3∥Nt −Ntk∥2

≤ 3η2ε

∫ t

tk

∥V (s)∥2ds+ 3

η
ε

∫ t

tk

a(s)β(s)∥∇f(X(s) + β(s)V (s))∥2ds

+ 3∥Nt −Ntk∥2.

Now let k′′ ∈ N be such that for every k > k′′,∫ +∞

tk

∥V (s)∥2ds < 1

9η2
,

∫ +∞

tk

a(s)β(s)∥∇f(X(s) + β(s)V (s))∥2ds < η

9
, sup
t>tk

∥Nt −Ntk∥2 <
ε

9
.

Then, we have that

∥V (t)− V (tk)∥2 ≤ ε ≤ δ2

4
,∀t ∈ [tk, tk + ε], k > max{k′, k′′}.

For such t, we bound using the triangular inequality and obtain

∥V (t)∥ ≥ ∥V (tk)∥ − ∥V (t)− V (tk)∥ >
δ

2
.

Now we consider∫ +∞

t0

∥V (s)∥2ds ≥
∑

k>max{k′,k′′}

∫ tk+ε

tk

∥V (s)∥2ds ≥
∑

k>max{k′,k′′}

εδ2

4
= +∞.
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Which is a contradiction, then we conclude that lim inft→+∞ ∥V (t)∥ = lim supt→+∞ ∥V (t)∥ = 0, a.s..
To prove the second part of (vii), i.e. that limt→+∞ ∥∇f(X(t) + β(t)V (t))∥ = 0, we recall that there exists

η > 0, t̂ > t0 such that η ≤ a(t)β(t), then there exists Ωy ∈ F such that P(Ωy) = 1 and∫ +∞

t0

∥∇f(X(ω, s) + β(s)V (ω, s))∥2ds < +∞ ∀ω ∈ Ωy

So we have that
lim inf
t→+∞

∥∇f(X(ω, t) + β(t)V (ω, t))∥ = 0, ∀ω ∈ Ωy.

Moreover, if we suppose that

lim sup
t→+∞

∥∇f(X(ω, t) + β(t)V (ω, t))∥ > 0,∀ω ∈ Ωy,

by [27, Lemma A.3], there exists δ > 0, (tk)k∈N ⊂ [t0,+∞[ such that limk→+∞ tk = +∞,

∥∇f(X(ω, tk) + β(tk)V (ω, tk))∥ > δ ∀ω ∈ Ωy and tk+1 − tk > 1, ∀k ∈ N.

Recall that by (Hβ), there exists β0 such that β(t) ≤ β0. Let ε ∈
(
0,min{1, δ2

4L2 }
)

arbitrary and consider Y (t) =

X(t)+β(t)V (t), let also k ∈ N arbitrary and t ∈ [tk, tk + ε]. Then, using Lemma A.1 and Jensen’s inequality we can
bound as follows:

∥Y (t)− Y (tk)∥2 ≤ 2∥X(t)−X(tk)∥2 + 2∥β(t)V (t)− β(tk)V (tk)∥2

≤ 2
∥∥∥ ∫ t

tk

V (s)ds
∥∥∥2 + 2 (β0∥V (t)− V (tk)∥+ |β(t)− β(tk)|max{∥V (t)∥, ∥V (tk)∥})2

≤ 2(t− tk)

∫ +∞

tk

∥V (s)∥2ds

+ 2 (β0∥V (t)− V (tk)∥+ |β(t)− β(tk)|max{∥V (t)∥, ∥V (tk)∥})2

≤ 2(t− tk)

∫ +∞

tk

∥V (s)∥2ds

+ 4β2
0∥V (t)− V (tk)∥2 + 4|β(t)− β(tk)|2 max{∥V (t)∥, ∥V (tk)∥}2.

By the previous point, we have that there exists Ωv ∈ F such that P(Ωv) = 1 such that∫ +∞

t0

∥V (ω, s)∥2ds < +∞ ∀ω ∈ Ωv,

and k′ ∈ N such that for every k > k′, for all t ∈ [tk, tk + ε]:∫ +∞

tk

∥V (ω, s)∥2ds < 1

6
, max{∥V (ω, t)∥, ∥V (ω, tk)∥} < 1, ∥V (ω, t)− V (ω, tk)∥2 ≤ ε

12β2
0

.

We consider an arbitrary ω0 ∈ Ωy ∩ Ωv (P(Ωy ∩ Ωv) = 1), and we let us use the abuse of notation
X(t) = X(ω0, t), V (t) = V (ω0, t), and Y (t) = Y (ω0, t) for the rest of this proof.
On the other hand, β is continuous, so there exists δ̃ > 0 such that, if |t− tk| < δ̃, then |β(t)− β(tk)| <

√
ε

2
√
3
.

Therefore, letting ε′ = min{ε, δ̃}, we have that

∥∇f(Y (t))−∇f(Y (tk))∥2 ≤ L2∥Y (t)− Y (tk)∥2 ≤ L2ε ≤ δ2

4
,∀k > k′,∀t ∈ [tk, tk + ε′].
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Then, we obtain

∥∇f(Y (t))∥ ≥ ∥∇f(Y (tk))∥ − ∥∇f(Y (t))−∇f(Y (tk))∥ ≥ δ

2
,∀k > k′,∀t ∈ [tk, tk + ε′].

This implies that∫ +∞

t0

∥∇f(Y (s))∥2ds ≥
∑
k>k′

∫ tk+ε′

tk

∥∇f(Y (s))∥2ds ≥
∑
k>k′

∫ tk+ε′

tk

δ2

4
=
∑
k>k′

ε′δ2

4
= +∞.

Which is a contradiction, then we conclude that

lim inf
t→+∞

∥∇f(X(t) + β(t)V (t))∥ = lim sup
t→+∞

∥∇f(X(t) + β(t)V (t))∥ = 0, a.s..

To prove the last part of (vii), we consider that β(t) ≤ β0, then

∥∇f(X(t))∥ ≤ ∥∇f(X(t) + β(t)V (t))∥+ ∥∇f(X(t))−∇f(X(t) + β(t)V (t))∥
≤ ∥∇f(X(t) + β(t)V (t))∥+ Lβ0∥V (t)∥.

With this bound, we can conclude that limt→+∞ ∥∇f(X(t))∥ = 0 a.s..

The following proposition states abstract bounds in expectation of (S− ISIHD).

Proposition A.14. Consider the setting of Proposition A.13, then we have that:

(i) E(f(X(t) + β(t)V (t))−min f) = O
(

1

a(t)

)
.

Moreover, if there exists D > 0, t̃ > t0 such that d(t) ≥ D for t > t̃, then :
(ii) supt>t0 E(∥X(t)− x⋆∥2) < +∞.

(iii) E(∥V (t)∥2) = O
(
1 + b2(t)

c2(t)

)
.

(iv) E (f(X(t))−min f) = O

(
max

{
1

a(t)
,
β(t)

√
1 + b2(t)√

a(t)c(t)
,
β2(t)

(
1 + b2(t)

)
c2(t)

})
.

Proof. To prove this proposition we are going to take expectation in (A.2). First, we are going to bound the negative
terms by 0, denoting E0

def
= E(t0) + max{1, L}

∫ +∞
t0

(a(s)β2(s) + c2(s))σ2
∞(s)ds, we obtain that

E(E(t,X(t), V (t))) ≤ E0.

This implies that
• E(f(X(t) + β(t)V (t))−min f) ≤ E0

a(t) .
• E(∥b(t)(X(t)− x⋆) + c(t)V (t)∥2) ≤ 2E0.

If there exists D > 0, t̃ > t0 such that d(t) ≥ D for t > t̃, then for t > t̃:
• E(∥X(t)− x⋆∥2) ≤ 2E0

D .
• And also,

E(∥V (t)∥2) ≤ 2

c2(t)
[E(∥b(t)(X(t)− x⋆) + c(t)V (t)∥2) + b2(t)E(∥X(t)− x⋆∥2)]

≤ 2

c2(t)

(
2E0 +

2E0b
2(t)

D

)
=

4E0

c2(t)

(
1 +

b2(t)

D

)
.

• We bound the following term using the Descent Lemma

E(f(X(t))− f(X(t) + β(t)V (t))) ≤ β(t)
√

E(∥∇f(X(t) + β(t)V (t))∥2)
√
E(∥V (t)∥2)

+
L

2
β2(t)E(∥V (t)∥2).
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Using Corollary 2.2, we have

E(f(X(t))− f(X(t) + β(t)V (t))) ≤ β(t)
√

2LE(f(X(t) + β(t)V (t))−min f)
√

E(∥V (t)∥2)

+
L

2
β2(t)E(∥V (t)∥2)

≤ 2E0

√
2L

β(t)√
a(t)

√
1 + b2(t)

D

c(t)
+ 2LE0

β2(t)
(
1 + b2(t)

D

)
c2(t)

= O

(
max

{
β(t)√
a(t)

√
1 + b2(t)

c(t)
,
β2(t)

(
1 + b2(t)

)
c2(t)

})
Then, we notice that

E(f(X(t))−min f) = E[f(X(t))− f(X(t) + β(t)V (t))] + E[f(X(t) + β(t)V (t))−min f ]

= O

(
max

{
β(t)√
a(t)

√
1 + b2(t)

c(t)
,
β2(t)

(
1 + b2(t)

)
c2(t)

,
1

a(t)

})
.
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