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5Département de Mathématiques, Institut National des Sciences Appliquées, Toulouse, France

� �

Abstract: The block-paradigm of the Functional Image Analysis Contest (FIAC) dataset was analysed with the
Brain Activation and Morphological Mapping software. Permutation methods in the wavelet domain were
used for inference on cluster-based test statistics of orthogonal contrasts relevant to the factorial design of the
study, namely: the average response across all active blocks, the main effect of speaker, the main effect of
sentence, and the interaction between sentence and speaker. Extensive activation was seen with all these
contrasts. In particular, different vs. same-speaker blocks produced elevated activation in bilateral regions of
the superior temporal lobe and repetition suppression for linguistic materials (same vs. different-sentence
blocks) in left inferior frontal regions. These are regions previously reported in the literature. Additional
regions were detected in this study, perhaps due to the enhanced sensitivity of the methodology. Within-block
sentence suppression was tested post-hoc by regression of an exponential decay model onto the extracted time
series from the left inferior frontal gyrus, but no strong evidence of such an effect was found. The significance
levels set for the activation maps are P-values at which we expect �1 false-positive cluster per image. Nominal
type I error control was verified by empirical testing of a test statistic corresponding to a randomly ordered
design matrix. The small size of the BOLD effect necessitates sensitive methods of detection of brain activation.
Permutation methods permit the necessary flexibility to develop novel test statistics to meet this challenge.
Hum Brain Mapp 27:425–433, 2006. © 2006 Wiley-Liss, Inc.
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INTRODUCTION

Permutation (or randomization) tests are methods of non-
parametric statistical inference that use the observed dataset
to simulate other, surrogate, datasets under conditions of the
null-hypothesis. For example, rather than obtaining critical
values from a parametric t distribution for the difference of
a measurement made on two groups of independent sub-
jects, a permutation test simulates the null-hypothesis by
randomly repeating reassignments of the original measure-
ments to either of the groups and recalculating t, thus “em-
pirically” sampling the null-distribution against which the
observed value can be compared.
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This simple case illustrates a number of issues with per-
mutation tests. First, the null-hypothesis is that: there are no
differences between the groups, and is independent of the test
statistic and distinct from the exact mathematical require-
ment of a parametric test (e.g., means are equal). Second, for
a permutation test to be valid the observations must be
exchangeable. Formally, the n units of observation of the
random variable X are exchangeable if the joint probability
distribution is invariant under permutation [Lindley and
Novick, 1981]. This criterion of exchangeability is more gen-
eral than the alternative notion that observed data have been
experimentally randomized to groups and can therefore be
relabeled, as this is often unachievable for groups such as
male/female or healthy/diseased states. Of course, ex-
changeability (independence) applies equally to parametric
tests. In either case, inference on nonindependent observa-
tions requires modification of both test statistic and relabel-
ing scheme. Third, the results from permutation testing only
refer to the dataset under scrutiny and cannot strictly be
generalized to the wider population. However, if recruit-
ment was sufficiently scrupulous to have randomly sampled
from the population(s) under study, then extrapolation of
the results is equivalent to fulfilling similar requirements for
a parametric test, without the need for additional assump-
tions on the form of the null-distribution.

The main motivating factor in our development of per-
mutation tests for neuroimaging has been the considerable
latitude available in the design of test statistics with en-
hanced sensitivity. We have previously described cluster-
based statistics in the context of between-group designs
[Bullmore et al., 1999a; Suckling and Bullmore, 2004] that
have consistently outperformed voxel-based statistics with
nominal type I error control. Permutation methods and clus-
ter-statistics have been incorporated into the Brain Activa-
tion and Morphological Mapping software (BAMM: http://
www-bmu.psychiatry.cam.ac.uk/software) [Bullmore et al.,
1996, 1999a,b, 2000, 2003, 2004; Brammer et al., 1997; Suck-
ling and Bullmore, 2004] and the Functional Image Analysis
Contest (FIAC) offers the opportunity to demonstrate the
capabilities of the software.

MATERIALS AND METHODS

Linguistic Processing Block Paradigm

Fifteen subjects of the FIAC dataset [Dehaene-Lambertz et
al., 2006] were used, omitting Subject 5, who was only
scanned once.

The analysis software is now described in detail, followed
by a description of how processing of the FIAC dataset was
approached.

BAMM Processing: Parenchymal Mask

A mask of the parenchymal region constrained subse-
quent processing. This binary image was generated by seg-
mentation and morphological operations on the mean of the
first 16 image volumes.

BAMM Processing: Subject Motion Correction

Correction was made for subject motion assuming the
head to be a rigid body, with translations and rotations
about its centre of mass. Each 3D dataset was registered to
the mean, masked image with tri-cubic spline interpolation
[Brammer et al., 1997; Bullmore et al., 1999b].

Residual spin excitation history effects [Friston et al., 1996;
Jezzard and Clare, 1999] were corrected by regressing the
current (t � 1. . .T) and lagged (t�1) first- and second-order
displacements at each voxel onto the realigned time series,
and the estimated signal change subtracted [Brammer et al.,
1997].

BAMM Processing: Global Image Rescaling
and Spatial Smoothing

Changes in global gray-level scaling during image acqui-
sition were corrected by normalisation to the mean gray-
level across all voxels, in all images. Linear trends were
estimated and removed by least-squares regression onto the
time series of corrected global means.

2-D spatial smoothing was applied to each corrected im-
age volume with a Gaussian kernel of standard deviation
� 0.5 (in-plane) voxels, convolved via the Fourier domain.

BAMM Processing: Time Series Modeling

Prior to response estimation, the design matrix was con-
volved with a canonical hemodynamic response function
(HRF) modeling the delay and dispersion of the BOLD effect
[Friston et al., 1998]. Estimates of the BOLD response to the
stimuli were made by regression of the GLM onto each
mean-zeroed time series:

Y � �X � � (1)

where Y is the preprocessed time series, � the coefficients to
be found, and � the residuals. Estimates of the coefficients
and their standard errors (SE) were made from least-squares
minimization using singular valued decomposition [Press et
al., 1992]. The voxelwise standardized test statistic for each
contrast (k � 1. . .K) of the design matrix, X, was then calcu-
lated:

F*k � � �̂k

SE��̂k�
� 2

(2)

The test statistic was signed by the direction of the correla-
tion of the time series with the fitted model, �X. For a single
component HRF this operation reduced simply to the as-
signment of the sign of �̂k. The image of the test statistic
estimated at each intracerebral voxel is known as the ob-
served response map.

BAMM Processing: Time Series Permutation

Statistical testing of the observed response map was made
against a null-distribution sampled using permutation
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methods. Under the null-hypothesis, the power spectrum of
the signal is adequately represented as 1/f-like noise [Bull-
more et al., 2001, 2004; Zahran et al., 1997]. In the time
domain this is manifest by strong positive autocorrelation or
long memory. Under such conditions, the residuals of GLM
(Eq. 1) are correlated and thus render biased estimates of the
standard errors of the coefficients. Our permutation ap-
proach generates time series under a simulated null-hypoth-
esis with similar spectral properties as the observed data.
Thus, whilst estimates are biased, they are equally so under
observed and permuted conditions, leading to nominal type
I error control.

Signals with long-memory properties have coefficients of
the discrete wavelet transform (DWT), which are approxi-
mately decorrelated [Dijkerman and Mazumdar, 1994].
These coefficients are accordingly postulated to be the ex-
changeable elements of the algorithm.

The DWT [Mallat, 1989] decomposes the time series into a
hierarchy of frequency scales with different time resolutions,
from fine-to-coarse; the number of coefficients reduced by a
factor of two in consecutive scales. A surrogate time series
under simulated conditions of the null-hypothesis was ob-
tained by permuting (reordering) the wavelet coefficients
within each scale of the DWT (Fig. 1). On reconstituting the
signal by the inverse DWT, a new time series was generated
with a disrupted relationship to the applied stimuli, but with
similar autocorrelation properties to the observed signal.

In practical terms, the DWT used the fourth-order Dau-
bechies wavelet supported over eight timepoints. This basis
function is a compromise between minimising the interco-
efficient correlation and generating artefactual correlations
due to periodic boundary corrections. For time series with T
a power of 2 in length, the edge-filtering scheme of Cohen et
al. [1993] was adopted to ameliorate this effect. The coeffi-
cients can be considered in three “zones”: left-hand edge-
filter, interior, and right-hand edge-filter (Fig. 1). The per-

mutation procedure was performed separately within each
zone at every scale.

For time series for which T is not a power of 2, the vector
length was zero-padded to the next largest power of 2 and
the permutation of coefficients restricted to only those loca-
tions that were originally nonzero. Breakspear et al. [2004]
noted that there was a systematic loss in overall signal
power before and after permutation in a similar spatial
resampling scheme. As with our temporal permutation
method, losses were regained by renormalization.

Responses under the null-hypothesis were estimated from
the surrogate time series with the GLM (Eqs. 1, 2). The order
of permutation of the coefficients was maintained at each
intracerebral voxel to retain the spatial autocorrelation in the
permuted response maps, essential in the subsequent calcula-
tion of cluster statistics. The permutation was repeated � �
10 times to adequately sample the null-distributions.

BAMM Processing: Standard Space Mapping

Observed and permuted response maps were trans-
formed into the Montreal Neurological Institute (MNI)/
Talairach [Talairach and Tournoux, 1988] standard coordi-
nate system. Mappings were calculated from the affine
registration of the mean image onto the EPI template
(http://www.fil.ion.ucl.ac.uk/spm), maximizing the grey-
scale correlation using the Fletcher-Davison-Powell search
algorithm [Press et al., 1992]. The optimized mapping pa-
rameters were subsequently applied to all response maps for
all subjects in the study.

BAMM Processing: Statistical Inference

Within-subject mean responses were first calculated by
voxelwise averaging of the two sets of response maps from
each repeat of the paradigm. At each voxel in template
space, the median (chosen for its robustness to outlying

Figure 1.
Schematic overview of the permutation method. Coefficients of
the wavelet transform of an observed time series were permu-
tated scale-by-scale, accounting for edge effects, before the inverse

transform generated a time series with a disrupted relationship to
the applied stimuli, but similar autocorrelation properties as the
original.
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values) of the observed and permuted within-subject mean
responses was taken across the group. This generated a
median observed response map of the activation of the
group and � median permuted response maps representing
activation under simulated conditions of the null-hypothe-
sis.

Probabilistic thresholding of the median observed re-
sponse map was performed in two stages: voxel- and clus-
ter-level. For each contrast, all responses at all intracerebral
voxels from the � median permuted response maps were
pooled to sample the two-tailed null-distribution. For posi-
tive and negative values separately, all voxels less than the
critical value at the 2.5% level, CVvox, were set to zero. This
procedure resulted in sets of Cl voxel clusters in the median
observed, l � 0, and permuted, l � 1…�, response maps. For
any given map, the clusters c � 1…Cl were each comprised
of Vc voxels, spatially contiguous (nearest and next-nearest
neighbors) in three dimensions. Cluster-level statistics, �c,
were then computed as the sum of suprathreshold voxel
statistics for all clusters in all maps as:

�c��
m�1

Vc

(F*m�CVvox) (3)

Those values obtained from the median permuted response
maps were pooled to sample the null-distribution of clusters
with �c � 0. Critical values for the cluster-level statistics,
CVclu, were calculated for the number of type I errors, �,
expected under the null-hypothesis. This is related to the
corresponding two-tailed P value by:

p�
	



, where 
 � �

l�1

�

Cl (4)

where 
 is the total number of clusters in all permuted
response maps, and was typically �11,000 (P � 9.0  10�5

for � � 1). CVclu was used as a threshold for the observed
clusters with surviving regions displayed as a color overlay
on template slices in group activation maps.

Clusters from this method can be considered spatially
independent. With this assumption, the 95% confidence in-
tervals were calculated from the sampling distribution of a
proportion [Agresti and Coull, 1998].

FIAC Analysis: Cluster Statistics Nominal
Type I Errors

A design matrix was composed with each data volume
randomly assigned to one of two values, with sum zero.
Following processing, cluster statistic � values were system-
atically varied and the resulting number of suprathreshold
clusters at each threshold was plotted with its 95% confi-
dence interval against the number expected by chance,
p.Cl�0, to assess type I error control.

FIAC Analysis: Mean Response, Main Effects,
and Interaction

The factorial effects addressing the primary goals of the
contest were assessed with a design matrix with four orthog-
onal contrasts: (1) Mean activation across all “active” blocks
compared to periods of silence; (2) Main effect of speaker; (3)
Main effect of sentence; and (4) Interaction between speaker
and sentence.

Group activation maps for each contrast were made at
thresholds for the cluster-level statistics of � � 1, with
equivalent P values: mean response, P � 9.1  10�5; main
effect of speaker, P � 8.9  10�5; main effect of sentence, P
� 9.2  10�5; interaction of speaker and sentence, P � 8.6
 10�5.

FIAC Analysis: Within-Block Sentence
Suppression in the Inferior Frontal Gyrus

The mean time series was extracted from a region of
significant main effect of sentence in the inferior frontal
gyrus (see Results). For the four active blocks of same-
speaker condition, the parameters of the model: Aq exp(�Bq

(t � tq0)), where tq0 is the onset time for block q of a given
condition, convolved with the HRF, were estimated by min-
imizing the least-squares difference. This was repeated for
the different-speaker condition. The eight values of Bq from
each subject were then used in a repeated-measures, two-
way analysis of variance with same or different speaker as
the levels of one factor and q as the levels of the second.
Permuting the extracted time series 1,000 times and reesti-
mating the model determined the significance of the ob-
served data.

FIAC Analysis: Processing Times

The FIAC dataset was processed in its entirety in 14.5
hours (2.8-GHz Xenon, 1 GB RAM, Linux OS).

RESULTS

Cluster Statistics Nominal Type I Errors

Nominal type I error control is demonstrated in the plot of
observed versus expected number of clusters for a range of
values of 	 (Fig. 2).

Mean Response, Main Effects, and Interaction

The map of mean response over all active conditions vs.
baseline (rest) condition (Fig. 3A) shows extensive activation
in bilateral temporal and prefrontal cortex as well as signif-
icant deactivation in anterior and posterior cingulate cortex
and large areas of parietal lobe.

Figure 3B shows the effect of changing the speaker on
successive sentences within a single block. This contrast
produced elevated activation in bilateral regions of the su-
perior temporal lobe that are known to be particularly re-
sponsive to the human voice [see Belin et al., 2000, 2004, for
review]. In particular, we see activation in a region of the
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right temporal lobe (Talairach coordinates: x � 54 mm, y
� �15 mm, z � �12 mm; Fig. 3B).

Figure 3C shows the effect of changing the sentence that
was produced during each block. This contrast highlights a
number of brain regions that have been shown to be in-
volved in linguistic processing of speech: for instance, bilat-
eral regions of the anterior temporal lobe, including the
middle temporal gyrus. A left-lateralized response was also
observed in frontal brain regions, including the left inferior
frontal gyrus (Talairach coordinates: x � �54 mm, y � 18
mm, z � 12 mm; Fig. 3C) and anterior insula (Talairach
coordinates: x � �40 mm, y � 24 mm, z � �4 mm; Fig. 3C).

We further considered the nature of the interactions be-
tween sentence and speaker changes (Fig. 3D) and the over-
lap between some of these interactions and the main effects
of speaker and sentence repetition: for instance, the region of
the left middle temporal gyrus (Talairach coordinates: x
� �57 mm, y � �22 mm, z � �4 mm; Fig. 3D). Inspection
of the BOLD effect from this cluster reveals an activation
profile dominated by reduced activity for the same-speaker,
same-sentence condition (Fig. 4A). It is this reduction in
activation that drives both main effects and interactions,
since the other conditions (speaker changes, sentence
changes, or both speaker and sentence changes) did not
differ markedly. In contrast, other brain areas showed an
interaction that appeared in the absence of either main effect
(e.g., the right inferior frontal gyrus, Talairach coordinates: x

� 50 mm, y � 17 mm, z � 12 mm; Fig. 3D). This crossover
interaction (Fig. 4B) is more difficult to interpret since it
appears to reflect a change in the direction of sentence (or
speaker) repetition suppression depending on whether the
same or different speaker (or sentence) was presented.

Within-Block Sentence Suppression in the
Inferior Frontal Gyrus

The post-hoc factorial analysis on the exponential model
parameters, Bq, estimated from the active conditions of same
sentence gave: main effect of speaker (same or different), F
� 0.93, P � 0.37; main effect of block number, F � 1.98, P
� 0.18; speaker by block number interaction, F � 1.92, P
� 0.14. Thus, there is only weak evidence of within-block
suppression of activation during repetition of sentences.

DISCUSSION

The primary goals of the FIAC have been addressed by
methods of inference using permutation of a wavelet repre-
sentation of functional MRI (fMRI) time series. Main effects
and interactions were observed as extensive activation of
language-related cortex (Fig. 3). The cluster-based statistics
of the within-group median responses were shown to have
nominal type I error control across a wide range of proba-
bility thresholds (Fig. 2). This replicates previous work in the
context of between-group studies [Bullmore et al., 1999a,
2001; Suckling and Bullmore, 2004]. The use of cluster tests
reduces the problem of multiple comparisons, acute with
more than 250,000 voxel locations in the template, which
arise in voxelwise significance testing. The spatial correla-
tion of the response images renders P value correction
schemes overconservative. Even small P values result in a
large number of estimated type I errors, making interpreta-
tion of the observed activated regions difficult. More gener-
ally, brain activation in any but the most specific of sensory
paradigms is often distributed rather than focal and tests
based on magnitude alone potentially lose much of this
information. Cluster-based statistics address both these con-
cerns and other studies [Hayasaka and Nichols, 2003] have
demonstrated that permutation methods of a cluster size
statistic perform well over a range of image smoothness and
are robust when assumptions required for a parametric test
are violated.

The mean response map (Fig. 3A) gave a pattern of deac-
tivations consistent with the default state network [Greicius
et al., 2003; Gusnard and Raichle, 2001]. While it is predicted
that those blocks in which speaker or sentence change give
rise to additional activation in brain regions critical for sen-
tence or voice processing [cf. repetition suppression, Hen-
son, 2003; Schacter and Buckner, 1998], it is of interest to
examine the reverse contrasts. In a blocked-design experi-
ment in which stimulus repetition is rather predictable, the
same-speaker and same-sentence blocks are likely to be
rather uninteresting to subjects and might therefore produce

Figure 2.
Type I error calibration curve for group cluster statistics with the
observed number of positive tests vs. the expected number of
positive tests for the randomly designed model of activation. The
points represent the observed number of surviving tests in the
group activation map with error bars indicating calculated 95%
confidence limits. The solid line y � x indicates ideal agreement
between observation and expectation.
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elevated activation in a set of brain areas designated the
default state network.

In considering the main effect of speaker changes (Fig.
3B), we observed bilateral temporal lobe activation that in
part replicates similar studies on voice changes [Belin and
Zatorre, 2003; von Kriegstein et al., 2003]. However, in con-
trast to these earlier studies the current dataset also reveals
activation in homologous regions of the left hemisphere.
Potentially, the data analysis used has provided the neces-
sary sensitivity to reveal these areas. Alternatively, it may be
that some more general change in the degree of attentional
allocation is responsible for this bilateral response in the
temporal lobe [Hall et al., 2000; Petkov et al., 2004]. One
piece of evidence consistent with an attentional explanation
is that activation is also observed in more posterior temporal
lobe regions as well as those areas reported by Belin and
Zatorre [2003] and von Kriegstein et al. [2003].

The present work also replicates studies in the observation
of repetition suppression for linguistic materials (i.e., same-
and different-sentence stimuli) in left inferior frontal regions
[Buckner et al., 2000; Macotta and Buckner, 2004] that are
historically linked to linguistic functions [Broca, 1865;
Dronkers, 1996]. This activation also overlaps with that ob-
served in a number of studies that contrast intelligible and
unintelligible sentences [Crinion et al., 2003; Davis and
Johnsrude, 2003; Rodd et al., 2005; Scott et al., 2000], al-

though the bilateral temporal lobe response seen here has
not always been observed.

The observation of repetition suppression in frontal re-
gions is often interpreted as evidence for task-specific re-
sponse facilitation [cf. Dobbins, et al., 2004; Schacter et al.,
2004]. It is at present unclear whether this same explanation
can hold in the current study, where no task was required of
subjects. One possibility to reconcile this tension is that
activation in frontal regions reflects the “listening effort”
that is required for sentence comprehension. Recent studies
have shown that comprehending distorted or noisy speech
can increase activation in left inferior frontal regions when
compared to clearly perceived speech [Binder et al., 2004;
Davis and Johnsrude, 2003]. It may therefore be that similar
systems are activated in nonsparse fMRI studies (such as the
FIAC dataset) in which ongoing scanner noise presents a
substantial obstacle to comprehension (we note that some of
the participants reported difficulties understanding some
words). Sentence repetition will reduce the listening effort
required for comprehension; it might therefore explain the
observation of frontal repetition suppression in the absence
of a task [see Giraud et al., 2004, for related results]. Inves-
tigation of the within-block, time course of differences be-
tween same- and different-sentence blocks did not uniquely
determine the cause of the repetition suppression response.

Figure 3.
Selected axial slices (z values of the Talairach atlas of �28 mm,
�20 mm, �12 mm, �4 mm, �4 mm, �12 mm, and �20 mm)
showing significant (A) mean response, (B) main effects of
speaker, (C) main effect of sentence, and (D) sentence  speaker
interaction at a cluster-statistic threshold of 	 � 1. The left-hand
side of the image is the right-hand side of the brain and the
crosshairs show the Talairach origin. Red regions of A are where
active conditions � baseline and blue regions vice versa. Red

regions of B refer to different-speaker � same-speaker and blue
regions the reverse. Red regions of C refer to different-sentence
� same-sentence and blue regions the reverse. Red regions of D
refer to an interaction in which activation for same-sentence
increases from same-speaker to different-speaker, and different-
sentence decreases from same-speaker to different-speaker and
vice versa for blue regions.

� Suckling et al. �

� 430 �



Several of the elements in the BAMM data processing
pipeline are common to the many software packages for
fMRI analysis. The novel contribution in the BAMM soft-
ware stems from permutation methods that yield the neces-
sary flexibility for the development of new test statistics for
neuroimaging [Hayasaka and Nichols, 2004]. The approach
is not new [Bullmore et al., 1996; Holmes et al., 1996], but
over an extended period we have demonstrated its utility
and power in analyses of individual, within-group, and
between-group neuroimaging experiments. The deficiency
of these methods has historically been identified as the large
requirement of processing time for their implementation. It
is clear now that computational speed, continuously rising,
has rendered this issue inconsequential. In fact, the wavelet-
based reassignment procedure only takes 1% to 2% of the
total processing time, with subject motion correction and
intersubject registration by far the largest contribution to the
14.5 hours taken for data analysis.

The BAMM software makes use of the DWT and its rich
description of the spectral properties of the time series. They
are used as the exchangeable elements in this permutation
method, but elsewhere we have reported an extension of the
software to estimate the Hurst exponent (related to Haus-
dorff fractal dimension) in the wavelet domain of fMRI time
series of the resting state. Both disease and pharmaceutical
effects have been demonstrated with this parameter [Maxim
et al., 2004; Wink et al., 2006]. Furthermore, we are imple-
menting the DWT in the spatial domain, using the variable
localization of the coefficients in the transform hierarchy as
a method of detecting extended regions of activation in fMRI
response maps [Sendur et al., 2005]. Further development
will introduce permutation methods.
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